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IMAGE SEARCH DEVICE, IMAGE SEARCH
METHOD, AND IMAGE SEARCH PROGRAM

CROSS REFERENCES TO RELATED
APPLICATIONS

This application is a continuation of and claims the benefit
under 35 U.S.C. §120 of U.S. patent application Ser. No.
12/840,762, titled “IMAGE SEARCH DEVICE, IMAGE
SEARCH METHOD, AND IMAGE SEARCH PRO-
GRAM,” filed on Jul. 21, 2010, which claims the benefit
under 35 U.S.C. §119 of Japanese Patent Application JP
2009-176700, filed on Jul. 29, 2009. The entire contents of
these applications are hereby incorporated by reference in
their entireties.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to an image search device, an
image search method, and an image search program, and is
suitable for being applied to, for example, a digital still cam-
era.

2. Description of the Related Art

A digital still camera according to the related art records
multiple photo images obtained by subjecting a subject to
photo shooting, and also records, so as to correlate metadata
of'multiple categories with each of the multiple photo images,
the metadata for each of the categories.

Also, in the event of a singular or plurality of metadata
being selected for each category by a user, the digital still
camera searches, based on this selected metadata, a photo
image in a manner correlated with the same metadata as this
metadata.

Subsequently, the digital still camera displays the searched
multiple photo images on a monitor. Thus, the digital still
camera allows a user to search a desired photo image (e.g., see
Japanese Unexamined Patent Application Publication No.
2008-165424 (the 1st, 9th, and 10th pages, FIGS. 4, 5, and

14)).
SUMMARY OF THE INVENTION

Incidentally, with the digital still camera thus configured,
in addition to a shooting mode in which a subject is subjected
to photo shooting, a reproduction mode in which a photo
image is reproduced is provided, and this reproduction mode
allows a user to search for photo images taken and accumu-
lated so far so as to view a desired one.

However, the user who uses this digital still camera may
conceive of correlating a subject and a shot place with taken
and accumulated photo images to search and view the photo
images.

However, with the digital still camera, in the event that
search of a photo image is requested at the time of the shoot-
ing mode, a complicated operation has to be performed, such
as a mode switching operation to the reproduction mode, or a
selection operation for allowing a user to select a plurality of
metadata for search while sequentially switching a category.

Therefore, the digital still camera includes a problem
wherein, regardless of a photo image being requested to be
searched with a subject or shot place as a trigger, such a photo
image search request is not readily handled.

Ithas been found to be desirable to provide an image search
device, an image search method, and an image search pro-
gram whereby an image search request can readily be handled
at the time of the shooting mode.
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According to an embodiment of the present invention, an
arrangement is made wherein s search key for image search is
displayed on a display unit according to a shooting situation
atthe time ofthe shooting mode in which a subject can be shot
by a shooting unit, and in the event that a search key is
specified via a specifying unit used for specifying the search
key displayed on the display unit, an image is searched based
on this specified search key, and this search result is displayed
on the display unit.

Accordingly, with the present invention, regardless of
image search being requested with a subject or shot place as
a trigger at the time of the shooting mode, an image can be
searched by specifying a search key without performing any
complicated operations.

According to an embodiment of the present invention, an
arrangement is made wherein, in the event that a search key
for image search is displayed on a display unit according to a
shooting situation at the time of the shooting mode in which
a subject can be shot by a shooting unit, and the search key is
specified via a specifying unit used for specifying the search
key displayed on the display unit, an image is searched based
on this specified search key, and this search result is displayed
on the display unit. Thus, regardless of image search being
requested with a subject or shot place as a trigger at the time
of'the shooting mode, an image can be searched by specifying
a search key without performing any complicated operation,
and accordingly, an image search device, an image search
method, and an image search program can be realized
whereby an image search request can readily be handled at the
time of the shooting mode.

BRIEF DESCRIPTION OF THE DRAWINGS

FIGS. 1A and 1B are schematic diagrams illustrating an
embodiment of the external configuration of a digital still
camera according to the present invention;

FIG. 2 is ablock diagram illustrating an embodiment of the
circuit configuration of the digital still camera according to
the present invention;

FIG. 3 is a schematic diagram illustrating the configuration
of a database for search;

FIG. 4 is a schematic diagram for describing display of an
icon layout image onto a shooting status presenting image;

FIG. 5 is a schematic diagram for describing display of a
camera position icon onto the shooting status presenting
image;

FIG. 6 is a schematic diagram for describing the display of
a face icon onto the shooting status presenting image;

FIG. 7 is a schematic diagram for describing the additional
display of a face icon onto the shooting status presenting
image;

FIGS. 8A and 8B are schematic diagrams for describing
the additional display of a search key icon;

FIGS. 9A and 9B are schematic diagrams for describing
the scroll display of the search key icon;

FIG. 10 is a schematic diagram for describing sorting of
face icons;

FIG. 11 is a schematic diagram for describing another
sorting of face icons;

FIG. 12 is a schematic diagram for describing another
display of an icon layout image onto the shooting status
presenting image;

FIG. 13 is a schematic diagram for describing another
display of a camera position icon onto the shooting status
presenting image;
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FIGS. 14A and 14B are schematic diagrams for describing
elimination of an icon presenting image corresponding to a
half-pressing operation and a full-pressing operation of a
shutter button;

FIGS. 15A and 15B are schematic diagrams for describing
another elimination of the icon presenting image correspond-
ing to a half-pressing operation and a full-pressing operation
of the shutter button;

FIG. 16 is a schematic diagram illustrating the configura-
tion of a map image for search;

FIG. 17 is a schematic diagram illustrating the configura-
tion of an event search photo image;

FIG. 18 is a schematic diagram illustrating the configura-
tion of a face search photo image;

FIG. 19 is a schematic diagram for describing person
search;

FIG. 20 is a schematic diagram illustrating a configuration
of a person presenting image;

FIG. 21 is a schematic diagram for describing another
person search;

FIG. 22 is a schematic diagram illustrating another con-
figuration of the person presenting image;

FIG. 23 is a flowchart illustrating image-related informa-
tion registration processing procedures;

FIG. 24 is a flowchart illustrating another image-related
information registration processing procedures;

FIG. 25 is a flowchart illustrating search key presentation
processing procedures;

FIG. 26 is a flowchart illustrating other search key presen-
tation processing procedures;

FIG. 27 is a flowchart illustrating image search processing
procedures;

FIG. 28 is a flowchart illustrating other image search pro-
cessing procedures;

FIG. 29 is a flowchart illustrating yet other image search
processing procedures;

FIG. 30 is a flowchart illustrating yet other image search
processing procedures;

FIG. 31 is a flowchart illustrating yet other image search
processing procedures;

FIG. 32 is a flowchart illustrating yet other image search
processing procedures;

FIG. 33 is a flowchart illustrating yet other image search
processing procedures; and

FIG. 34 is a flowchart illustrating yet other image search
processing procedures.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

The best mode for implementing the present invention
(hereafter, also referred to as “embodiment”) will be
described with reference to the following drawings. Now,
description will be made in the following sequence.

1. Embodiment

2. Modifications

1. Embodiment

1-1. External Configuration of Digital Still Camera

In FIGS. 1A and 1B, reference numeral 1 denotes a digital
still camera to which an embodiment of the present invention
has been applied as a whole. Such a digital still camera 1
includes an approximately flat rectangular casing 2 made up
of the degree of a size that can be grasped by a single hand.

With the front surface 2A of the casing 2, a shooting lens 3,
autofocus (AF: Auto Focus) illuminator 4, and a flash 5 are
provided on the upper portion thereof. Incidentally, the auto-
focus illuminator 4 also serves as a self timer lamp.
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Also, a lens cover 6 is attached to the front surface 2A so as
to be slidupward or downward. Thus, an arrangement is made
wherein, in the event of the lens cover 6 having been slid
downward, the casing 2 exposes the shooting lens 3, autofo-
cus illuminator 4, and flash 5.

Also, an arrangement is made wherein, in the event of the
lens cover 6 having been slid upward, the casing 2 covers the
shooting lens 3, autofocus illuminator 4, and flash 5, thereby
externally protecting these. Incidentally, an arrangement is
made wherein, in the case that the lens cover 6 has been slid
downward in a power off state, in response to this, the digital
still camera 1 automatically turns on the power.

Also, a touch screen 7 is provided to the rear surface B of
the casing 2. This touch screen 7 is configured, for example,
so that a touch panel is adhered to the surface of a liquid
crystal panel. Thus, the touch screen 7 serves as a display
device which enables touch operations by a finger or a stylus
pen or the like as to the liquid crystal panel 7.

Further, with the upper surface 2C of the casing 2, a zoom
lever 8, a shutter button 9, a reproducing button 10, and a
power button 11 are disposed. Incidentally, the reproducing
button 10 is a hardware key for switching the operation mode
of'the digital still camera 1 to the reproduction mode in which
a photo image is reproduced to display this on the touch
screen.

According to such a configuration, in the event that the lens
cover 6 has been slid downward, or the power button 11 has
been press-operated, the digital still camera 1 turns on the
power, and is booted up in the shooting mode.

At the time of the shooting mode, the digital still camera 1
continuously shoots a subject via the shooting lens 3 to con-
firm the shooting state, such as the shooting range, composi-
tion, focus, and the like to generate a shooting status present-
ing image serving as a moving image, and displays this on the
touch screen 7.

Also, in response to an inclining operation as to the zoom
lever 8, or a touch operation as to the touch screen 7, the
digital still camera 1 performs zooming (TELE/WIDE).
Thus, the digital still camera 1 can allow the user to confirm
the shooting state of a subject by the shooting status present-
ing image displayed on the touch screen 7.

In this state, if the shutter button 9 has been press-operated,
the digital still camera 1 takes an image of the subject via the
shooting lens 3 to generate a photo image, and records this.

Further, if the reproducing button 10 has been press-oper-
ated, the digital still camera 1 proceeds from the shooting
mode to the reproduction mode. At this time, the digital still
camera 1 displays, for example, one of the already recorded
photo images on the liquid crystal panel. Subsequently, in
response to a touch operation as to the touch screen 7, the
digital still camera 1 switches a photo image to be displayed
thereon.

In this way, the digital still camera 1 is configured so as to
allow the user to generate and record a photo image by pho-
tographically shooting a subject, and also so as to allow the
user to reproduce and view this recorded photo image.

1-2. Circuit Configuration of Digital Still Camera 1

Next, the circuit configuration of the digital still camera 1
will be described with reference to FIG. 2. With the digital
still camera 1, a central processing unit (CPU) 20 reads out
various types of programs stored in ROM (Read Only
Memory) 21 beforehand to load these to RAM (Random
Access Memory) 22.

Subsequently, the central processing unit 20 controls the
whole of the digital still camera 1 in accordance with various
types of programs loaded to the RAM 22. Also, the central
processing unit 20 follows various types of programs loaded
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to the RAM 22 to execute various types of processing accord-
ing to an input signal to be input according to a touch opera-
tion from a touch panel 7A of the touch screen 7.

Further, the central processing unit 20 follows various
types of programs loaded to the RAM 22 to execute various
types of processing according to an input signal to be input
according to a press-operation from an operating unit 23.

Actually, if an arbitrary position on the surface has been
touched by a finger or the like, the touch panel 7A detects the
coordinates of the touched position thereof (i.e., touch posi-
tion) with a certain extremely short time interval during the
finger or the like being touched thereon. Subsequently, the
touch panel 7A transmits an input signal indicating the coor-
dinates of the detected touch position to the central process-
ing unit 20 during the finger or the like being touched thereon.

If the input signal has been provided from the touch panel
7A, the central processing unit 20 detects whether or not there
is a shift in the touch position, and the duration of touching
(hereafter, also referred to as “touch duration”) based on this
input signal. Subsequently, the central processing unit 20
determines the type of a touch operation based on the detec-
tion results regarding whether or not there is a shift in the
touch position, and the touch duration.

As a result thereof, in the event that the touch position is
almost not shifted, and the touch duration is relatively short,
equal to or shorter than predetermined time, the central pro-
cessing unit 20 determines that the touch operation at this
time is a touch operation such that a finger or the like is
contacted on one arbitrary point of the surface of the touch
panel 7A and is immediately separated therefrom.

Incidentally, with the following description, a touch opera-
tion such that a finger or the like is contacted on one arbitrary
point of the surface of the touch panel 7A and is immediately
separated therefrom will also be referred to as a “tapping
operation”. Note that this tapping operation is an operation to
be performed, for example, for specifying a button or icon or
the like within an image displayed on a liquid crystal panel 7B
to input a command assigned to this button or icon or the like.

Also, in the event that the touch position has been shifted
by spending longer touch duration than predetermined time,
the central processing unit 20 determines that the touch
operation at this time is a touch operation such that, while
contacting a finger or the like on the surface of the touch panel
7A, the finger or the like is moved.

Incidentally, with the following description, a touch opera-
tion such that, while contacting a finger or the like on the
surface of the touch panel 7A, the finger or the like is moved
will also particularly be referred to as “sliding operation”.
Note that this sliding operation is an operation to be per-
formed, for example, for moving (i.e., dragging) an icon or
the like within an image displayed on the liquid crystal panel
7B.

Further, the central processing unit 20 detects which posi-
tion within the image displayed on the liquid crystal panel 7B
is specified by converting the coordinates of the touch posi-
tion indicated by an input signal at this time into coordinates
within the image displayed on the liquid crystal panel 7B.

Thus, in the event that the tapping operation is being per-
formed as a touch operation at this time, the central process-
ing unit 20 detects the specified position of one point within
the image. Also, in the event that the sliding operation is being
performed as a touch operation at this time, the central pro-
cessing unit 20 detects a moving track of the specified posi-
tion within the image.

Subsequently, after determining the type of a touch opera-
tion, and also detecting the specified position of one point, or
a moving track of the specified position within the image, the
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central processing unit 20 determines an input command by
the tapping operation or sliding operation at this time accord-
ing to the determination result and the detection result. Sub-
sequently, thus, after determining the command input by the
tapping operation or sliding operation, the central processing
unit 20 executes processing corresponding to the determined
command.

On the other hand, the operating unit 23 includes the above
zoom lever 8, shutter button 9, reproducing button 10, and
power button 11, and transmits the input signal corresponding
to a pressing operation or the like of each of these to the
central processing unit 20.

If the input signal has been provided from the operating
unit 23, the central processing unit 20 determines which has
been operated of the zoom lever 8, shutter button 9, reproduc-
ing button 10, and power button 11.

Also, the central processing unit 20 determines a command
to be input by a pressing operation or the like at this time
according to the determination result thereof. Subsequently,
after determining the command input by a press-operation or
the like, the central processing unit 20 executes the processing
corresponding to the determined command thereof.

In this way, for example, after the power button 11 of the
operating unit 23 is pressed to turn on the power, or switching
of the operation mode to the shooting mode is specified by a
tapping operation as to the touch panel 7A, the central pro-
cessing unit 20 operates under the shooting mode.

With the lens unit 26 including a diaphragm, focus lens,
and the like as well as the above shooting lens 3, the central
processing unit 20 adjusts the opening amount of this dia-
phragm, the position of this focus lens, or the like by subject-
ing an actuator 25 to driving control via a motor driver 24 at
the time of the shooting mode. Thus, the central processing
unit 20 automatically adjusts exposure or focus as to a shoot-
ing range.

In this state, the central processing unit 20 receives imaged
light coming from the shooting range including a subject at
the light-receiving surface of an imaging device 27 via the
lens unit 26. Incidentally, the imaging device 27 is made up of
a CCD (Charge Coupled Device) image sensor.

At this time, the central processing unit 20 controls a tim-
ing generator 28 to transmit a timing signal from this timing
generator 28 to the imaging device 27 at a certain cycle.

Accordingly, the imaging device 27 sequentially subjects
the imaged light received at the light-receiving surface to
photoelectric conversion at the input timing of a timing signal
to generate an analog photoelectric conversion signal accord-
ing to imaged light L1 thereof, and also to transmit this
generated photoelectric conversion signal to an analog pro-
cessing unit 29.

Each time the photoelectric conversion signal is provided
from the imaging device 27 the analog processing unit 29
subjects the photoelectric conversion signal thereof to prede-
termined analog processing such as amplification processing
to generate an imaged signal, under the control of the central
processing unit 20.

Also, each time an imaged signal is generated, the analog
processing unit 26 converts this generated imaged signal into
digital imaged data via an analog/digital converting unit 30,
and transmits this to the digital processing unit 31.

Under the control of the central processing unit 20, each
time imaged data is provided from the analog/digital convert-
ing unit 30, the digital processing unit 31 subjects the imaged
data thereof'to predetermined digital processing such as noise
reduction processing.

Thus, based on the imaged data sequentially provided from
the analog/digital converting unit 30, the digital processing
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unit 31 generates unit image data of a temporally unit image
making up the above shooting status presenting image.

Subsequently, each time the unit image data thereof is
generated, the central processing unit 20 sequentially sends
this generated unit image data to the liquid crystal panel 7B.
Thus, the digital processing unit 31 displays the unit image
based on a plurality of temporally continuous unit image data
onthe liquid crystal panel 7B as the shooting status presenting
image (i.e., moving image) by sequentially switching the unit
image.

In this way, the central processing unit 20 can display the
shooting status presenting image on the liquid crystal panel
7B by continuously shooting a shooting range including a
subject, and also allow the user to confirm the shooting state
of the subject by the shooting status presenting image.

Incidentally, the central processing unit 20 generates icon
presenting image data for presenting icons, and transmits this
generated icon presenting image data to the digital processing
unit 31. Accordingly, if the icon presenting image data has
been provided from the central processing unit 20, the digital
processing unit 31 synthesizes this icon presenting image
data and the unit image data to generate synthesized image
data, and transmits this to the liquid crystal panel 7B. Thus,
the digital processing unit 31 can display the shooting status
presenting image on the liquid crystal panel 7B, and also
display icons in a manner overlaid on the shooting status
presenting image thereof.

If a condition adjusting signal for adjusting a shooting
condition of a subject has been input from the operating unit
23 by the shutter button 9 being half-pressed by the user, in
response to this, the central processing unit 20 subjects the
actuator 25 to driving control via the motor driver 24.

Thus, the central processing unit 20 automatically adjusts
exposure or focus as to a subject (e.g., person) within a
shooting range by adjusting the aperture amount of the dia-
phragm, the position of the focus lens, or the like at the lens
unit 26.

In this state, subsequently, if a release signal has been input
from the operating unit 23 by the shutter button 9 being
full-pressed by the user, the central processing unit 20 notifies
the digital processing unit 31 of input of the release signal,
and also controls the digital processing unit 31 according to
the input of the release signal.

Atthis time, under the control of the central processing unit
20, the digital processing unit 31 subjects the imaged data
provided from the analog/digital converting unit 30 when the
input of the release signal is notified, to predetermined digital
processing for photo shooting such as noise reduction pro-
cessing, shading correction processing, or the like.

Thus, based on the imaged data provided from the analog/
digital converting unit 30 when the input of the release signal
is notified, the digital processing unit 31 generates photo
image data obtained by photographically shooting a subject
(i.e., a shooting range including a subject).

Also, the digital processing unit 31 subjects the photo
image data thereof to compression encoding processing by a
predetermined compression encoding method such as the
JPEG (Joint Photographic Experts Group) method or the like
to generate compressed image data.

Also, at this time, the digital processing unit 31 subjects the
photo image data thereof to reduction processing for thinning
out pixels to also generate the reduced photo image data
(hereafter, also referred to as “thumbnail data”) of the reduced
photo image (hereafter, also referred to as “thumbnail”). Sub-
sequently, the digital processing unit 31 transmits the com-
pressed image data to the central processing unit 20 along
with the thumbnail data thereof.
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If the compressed image data and the thumbnail data has
been provided from the digital processing unit 31, the central
processing unit 20 generates header data in which various
types of information relating to a photo image are stored in
accordance with the Exif (Exchangeable image file format).
Subsequently, the central processing unit 20 generates an
image file by adding the header data to the top portion of the
compressed image data.

Incidentally, if the compressed image data has been pro-
vided from the digital processing unit 31, the central process-
ing unit 20 generates identification information whereby an
image file to be generated based on the compressed image
data thereof can individually be identified (e.g., file name).
Incidentally, with the following description, the identification
information whereby an image file can individually be iden-
tified will also be referred to as “file identification informa-
tion”.

Also, the central processing unit 20 is configured so as to
detect the position of the digital camera 1 (position repre-
sented with longitude and latitude) by communicating with
an artificial satellite for GPS (Global Positioning System) via
a GPS receiver 32. Incidentally, with the following descrip-
tion, the position of the digital still camera 1 to be detected by
taking advantage of GPS will also be referred to as “camera
position”.

Subsequently, at the time of the shooting mode, if the
release signal has been input, the central processing unit 20
takes advantage of GPS at the time of the input thereof to
detect the current camera position particularly as a shooting
position when photographically shooting a subject.

Further, the central processing unit 20 counts the current
date by an internal timer. Subsequently, if the release signal
has been input, the central processing unit 20 detects the date
at the time of the input thereof, and takes this detected date as
the shot date when a subject is photographically taken.

Thus, when generating an image file, the central processing
unit 20 stores file identification information, shot position
information indicating the shot position, shot date informa-
tion indicating the shot date, and the like in the header data of
the header portion of the compressed image data as various
types of information relating to a photo image.

Thus, after generating an image file, the central processing
unit 20 transmits this generated image file to the recording
device 33 along with the thumbnail data, and records the
image file and the thumbnail data in this recording device 33
in a correlated manner. Thus, the central processing unit 20
allows the user to photographically shoot a subject, whereby
the photo image data obtained as a result thereof can be
recorded as an image file.

Incidentally, the recording device 33 is nonvolatile
memory of around several Giga bytes through several tens of
Giga bytes, and is housed in the digital still camera 1 before-
hand, or is detachably provided to the digital still camera 1
such as a memory card.

Also, nonvolatile memory 34 such as EEPROM (Electri-
cally Erasable Programmable Read Only Memory) or
MRAM (Magnetoresistive Random Access Memory) or the
like is connected to the central processing unit 20 apart from
the recording device 33.

Subsequently, the central processing unit 20 stores various
types of information indicating the setting content set by the
user regarding various types of setting items, information that
has to be held after power off, and so forth in this nonvolatile
memory 34.

On the other hand, when the operation mode is instructed to
be switched to the reproduction mode, for example, by the
reproducing button 10 of the operating unit 23 being press-
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operated, or by a tapping operation as to the touch panel 7A,
the central processing unit 20 operates under the reproduction
mode.

At the time of the reproduction mode, the central process-
ing unit 20 reads out, for example from the recording device
33, the image file of which the shot date is the latest of image
files stored therein. Subsequently, the central processing unit
20 takes out compressed image data from the image file
thereof to transmit this to the digital processing unit 31.

Atthis time, under the control of the central processing unit
20, the digital processing unit 31 subjects the compressed
image data provided from this central processing unit 20 to
decompression decoding processing to generate the original
photo image data. Subsequently, the digital processing unit
31 transmits the photo image data thereof to the liquid crystal
panel 7B, thereby displaying the photo image based on the
photo image data on this liquid crystal panel 7B.

In this way, the central processing unit 20 displays the
photo image generated by photographically shooting a sub-
ject on the liquid crystal panel 7B, thereby allowing the user
to view this.

Incidentally, at this time, the central processing unit 20
generates presenting image data for presenting buttons and
icons and so forth, and transmits this generated presenting
image data to the digital processing unit 31. Accordingly, if
the presenting image data has been provided from the central
processing unit 20, the digital processing unit 31 synthesizes
the presenting image data thereof and the photo image data to
generate synthesized image data, and transmits this to the
liquid crystal panel 7B. Thus, the digital processing unit 31
not only can display a photo image on the liquid crystal panel
7B, but also can display a button oricon or the like in a manner
overlaid on this photo image.

Also, at the time of the reproduction mode, if switching of
the display of a photo image has been instructed, for example,
by a tapping operation as to the touch panel 7A, the central
processing unit 20 reads out the image file of a photo image of
which the shot date is earlier than the currently displayed
photo image from the recording device 33. Subsequently, the
central processing unit 20 takes out compressed image data
from the image file thereof to transmit this to the digital
processing unit 31.

Atthis time, under the control of the central processing unit
20, the digital processing unit 31 subjects the compressed
image data to decompression decoding processing in the
same way as described above to generate the original photo
image data, and transmits this generated photo image data to
the liquid crystal panel 7B.

Thus, the digital processing unit 31 switches the photo
image to be displayed on the liquid crystal panel 7B. Thus, the
central processing unit 20 allows the user to view the photo
image by switching the photo image to be displayed on the
liquid crystal panel 7B.

1-3. Image-Related Information Registration Processing to
Database for Search

Next, description will be made regarding image-related
information registration processing for registering image-re-
lated information relating to a photo image in the database for
search used for detection of a photo image.

At the time of the shooting mode, upon generating photo
image data, the digital processing unit 31 generates com-
pressed image data and thumbnail data based on this photo
image data in the same way as described above. Subse-
quently, the digital processing unit 31 transmits the com-
pressed image data and thumbnail data generated based on
the photo image data thereofto the central processing unit 20.
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However, the digital processing unit 31 holds face feature
information indicating the features of a face for detection
reference (the shape and color of a face, the shapes of eyes,
nose, mouth, and eyebrows, etc.) obtained by analyzing the
images of a great number of faces beforehand, and learning
based on the analysis results thereof. Incidentally, with the
following description, the features of the face for detection
reference will also be referred to as “reference face features”,
and face feature information indicating the reference face
features will also be referred to as “reference face feature
information”.

Accordingly, after generating photo image data, subse-
quently to generation of compressed image data and thumb-
nail data based on the photo image data thereof, the digital
processing unit 31 uses the reference face feature information
to execute face detection processing as to the photo image
based on this photo image data.

As aresult thereof, after detecting a single person’s face or
multiple person’s faces within the photo image based on the
photo image data thereof, the digital processing unit 31
detects the size(s) and position(s) of the single face portion or
multiple face portions (hereafter, also referred to as “face
portions”) detected within the photo image thereof. Subse-
quently, the digital processing unit 31 also transmits the photo
image data thereof, and face detection information indicating
the size(s) and position(s) of the single face portion or mul-
tiple face portions to the central processing unit 20.

Inthe event that the compressed image data and the thumb-
nail data have been provided from the digital processing unit
31, as described above, the central processing unit 20 gener-
ates an image file based on the compressed image data
thereof. Subsequently, the central processing unit 20 records
the image file thereof and the thumbnail data in the recording
device 33 in a correlated manner.

Also, subsequently, in the event that the photo image data
and the face detection information have been provided from
the digital processing unit 31, based on the face detection
information thereof, the central processing unit 20 deter-
mines a single face portion or multiple face portions within
the photo image based on the photo image data to analyze this
determined face portion(s).

Thus, the central processing unit 20 detects the features of
the single face or multiple faces reflected in the photo image
(the shape and color of a face, the shapes of eyes, nose, mouth,
and eyebrows, etc.) for registration to the database for search.

Incidentally, with the following description, the features
detected for registration to the database for search from a face
reflected in the photo image will also be referred to as “reg-
istered face features”, face feature information indicating this
registered face features will also be referred to as “registered
face feature information”.

Such as illustrated in FIG. 3, the central processing unit 20
registers the registered face feature information or the like as
image-related information into, for example, the recording
device 33 to build a database DB for search used for detection
of photo images.

Accordingly, after detecting the registered face features of
the single face for multiple faces, the central processing unit
20 compares the registered face feature information indicat-
ing the detected registered face features with the registered
face feature information already registered in the database
DB for search.

As a result thereof, in the event that the registered face
feature information indicating the registered face features
detected at this time has not been registered in the database
DB for search, the central processing unit 20 generates per-
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sonal identification information whereby the person of the
face thereof can individually be identified.

Incidentally, the personal identification information is not
information for determining who a person is such as a name,
and is generated to simply distinguish the person thereof from
other persons, for example, as a number sequentially
appended to individual persons.

Also, the central processing unit 20 crops out the face
portion of the person thereof from a photo image as a prede-
termined shaped face image such as a circle. Further, the
central processing unit 20 subjects the face image to, for
example, reduction processing wherein pixels are thinned out
to generate an icon indicating the face of the person thereof
(hereafter, also referred to as “face icon™).

Subsequently, the central processing unit 20 registers, such
that the personal identification information is recorded in the
recording device 33, this personal identification information
in the database DB for search. Also, the central processing
unit 20 registers, such that a face icon, file identification
information, shot date information, and shot position infor-
mation are recorded in the recording device 33 as well as the
registered face feature information, these in the database DB
for search in a manner correlated with the personal identifi-
cation information.

In this way, each time a new person is photographically
taken, the central processing unit 20 registers the photo-
graphically taken new person thereof in the database DB for
search as personal identification information. Also, each time
a new person is photographically taken, the central process-
ing unit 20 registers registered face feature information indi-
cating the registered face features of this person, and an icon
indicating the person thereof'in the database DB for search in
a manner correlated with the personal identification informa-
tion of the person thereof.

Further, each time a new person is photographically taken,
the central processing unit 20 also registers the file identifi-
cation information of an image file generated at the photo
shooting thereof, and shot date information and shot position
information indicating the shot date and the shot place of this
person in the database DB for search in a manner correlated
with the personal identification information. Incidentally, at
this time, the central processing unit 20 mutually correlates a
set of file identification information, shot date information,
and shot position information in the database DB for search.

On the other hand, with the central processing unit 20, in
the event that the registered face features detected at this time
has already been registered in the database DB for search as
registered face feature information, the personal identifica-
tion information corresponding to this registered face fea-
tures has also already been registered in the database DB for
search.

Also, with the central processing unit 20, in the event that
the registered face features detected at this time has already
been registered in the database DB for search as registered
face feature information, the face icon corresponding to this
registered face features has also already been registered in the
database DB for search.

Therefore, in the event that the registered face feature infor-
mation generated according to detection of a face has already
been registered in the database DB for search, at this time, the
central processing unit 20 does not particularly generate the
personal identification information of the person of the face
thereof. Also, at this time, the central processing unit 20 does
not particularly generate a face icon indicating the face of the
person thereof.

Accordingly, the central processing unit 20 this time reg-
isters, such that the file identification information of an image
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file generated by photographically shooting the person
thereof is recorded in the recording device 33, the file identi-
fication information thereof in the database DB for search in
a manner additionally correlated with the personal identifica-
tion information of this person.

Also, the central processing unit 20 this time registers, such
that the shot date information indicating the shot date when
the person thereof was photographically taken is recorded in
the recording device 33, the shot date information thereof in
the database DB for search in a manner additionally corre-
lated with the personal identification information of this per-
son.

Further, the central processing unit 20 this time registers,
such that the shot position information indicating the shot
place where the person thereof was photographically taken is
recorded in the recording device 33, the shot position infor-
mation thereof in the database DB for search in a manner
additionally correlated with the personal identification infor-
mation of this person.

Thus, in the event that the same person has photographi-
cally been taken twice or more, in each case, the central
processing unit 20 registers the file identification information
of an image file, the shot date information and shot position
information indicating a shot date and a shot place in the
database DB for search in a manner correlated with the reg-
istered personal identification information.

Incidentally, in the event that the same person has photo-
graphically been taken over and over again, the central pro-
cessing unit 20 mutually correlates a set of file identification
information, shot date information, and shot position infor-
mation at the database DB for search for each photo shooting.

Also, in the event that the faces of multiple persons are
reflected in one photo image, the central processing unit 20
registers the same file identification information, shot date
information, and shot position information in the database
DB for search in a manner correlated with the personal iden-
tification information of each of the multiple persons.

Incidentally, in the event that the faces of multiple persons
are reflected in a photo image, the central processing unit 20
detects the distance of mutual faces, the directions of mutual
faces, whether or not the faces are smiling faces, and so forth
based on the face detection information, and the analysis
results of face portions. Subsequently, based on the detection
results thereof, the central processing unit 20 detects the
intimacy degree of multiple persons reflected in the photo
image.

Actually, with the central processing unit 20, the closer the
distance of the faces of persons reflected in a photo image is,
the higher the intimacy degree of the persons thereof is, and
the farther the distance thereof is, the lower the intimacy
degree of the persons thereof is.

Also, with the central processing unit 20, in the event that
the faces of persons reflected in a photo image are mutually
directed to the partner’s face, and both are smiling faces, the
intimacy degree of the persons thereof is high. On the other
hand, with the central processing unit 20, even in the event
that the faces of persons reflected in a photo image are mutu-
ally directed to the partner’s face, when only one of the
persons has a smiling face, and the other person has no smil-
ing face, the intimacy degree of the persons thereofis low, and
when both have no smiling face, the intimacy degree is even
lower.

Further, with the central processing unit 20, even in the
event that one of the faces of persons reflected in a photo
image is directed to the partner’s face, when the other face is
directed to another direction different from the partner, the
intimacy degree of the persons thereof is low. Also, with the
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central processing unit 20, in the event that the faces of
persons reflected in a photo image are mutually directed to a
direction different from the partner’s face, the intimacy
degree of the persons thereof is even lower.

After detecting the intimacy degree of multiple persons
reflected in a photo image based on such multiple detection
references, the central processing unit 20 compares the inti-
macy degree thereof with a predetermined threshold. Also,
based on the comparison result thereof, the central processing
unit 20 generates intimacy correlated information for corre-
lating persons having an intimacy degree equal to or greater
than a threshold. Incidentally, the central processing unit 20
generates, for each person, intimacy correlated information
indicating the personal identification information of a partner
having a high intimacy degree with the person thereof.

Subsequently, the central processing unit 20 registers, so as
to record the intimacy correlated information of each person
in the recording device 33, this intimacy correlated informa-
tion in the database DB for search in a manner correlated with
the personal identification information of the person thereof.

In this way, each time photo shooting is performed, the
central processing unit 20 determines whether or not multiple
persons’ faces are reflected in the photo image thereof. Sub-
sequently, when multiple persons’ faces are reflected in the
photo image thereof, the central processing unit 20 correlates,
so as to detect the intimacy degree of the persons thereof,
persons having a high intimacy degree on the database DB for
search.

Incidentally, when a person’s face is not reflected in the
photo image based on photo image data, the digital process-
ing unit 31 transmits only the compressed image data and
thumbnail data generated based on the photo image data
thereof to the central processing unit 20.

Accordingly, in the event that only the compressed image
data and thumbnail data have been provided from the digital
processing unit 31, the central processing unit 20 generates an
image file such as described above, and records the image file
thereof and the thumbnail data in the recording device 33 ina
correlated manner.

Also, at this time, the central processing unit 20 records the
file identification information of the image file generated at
this photo shooting in the recording device 33 along with the
shot date information and the shot position information indi-
cating the shot date and shot place of this photo shooting, as
information for registration. Thus, the central processing unit
20 registers a set of file identification information, shot date
information, and shot position information obtained at this
photo shooting in the database DB for search in a mutually
correlated manner.

Inthis way, in the event that a subject other than persons has
photographically been shot, the central processing unit 20
does not register personal identification information and reg-
istered face feature information and the like relating to a
person in the database DB for search, and registers the file
identification information, shot date information, and shot
position information obtained at this photo shooting.

In addition to this, in the event that photo shooting has been
performed for the first time, regardless of the photo shooting
thereof being a subject (regardless of a person, scene, or the
like), the central processing unit 20 assumes that some sort of
event has been performed to generate event identification
information whereby this event can individually be identified.

Incidentally, the event identification information is not
information for determining what the event is such as an event
name, and is generated, for example, as a number sequentially
appended to an individual event to simply distinguish the
event thereof from other events.
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Subsequently, the central processing unit 20 registers, such
that the event identification information thereof is recorded in
the recording device 33, this event identification information
in the database DB for search in a manner correlated with a set
of file identification information, shot date information, and
shot position information obtained at this photo shooting.

Also, when registration of event identification information
to the database DB for search is completed, the central pro-
cessing unit 20 records the shot date information, shot posi-
tion information, and event identification information
obtained this time, for example, in the recording device 33 as
not information for registration but information for event
determination.

In this state, in the event that the second photo shooting has
been performed, the central processing unit 20 reads out the
information for event determination (the shot date informa-
tion, shot position information, and event identification infor-
mation obtained the last time, i.e., the first photo shooting)
from the recording device 33.

Subsequently, based on the shot place of this photo shoot-
ing, and the shot place of the last photo shooting, the central
processing unit 20 determines whether or not this shot posi-
tion is included in a circle area with the last shot position as
the center, and with a predetermined first distance as a radius.

Also, based on the shot date of this photo shooting, and the
shot date of the last photo shooting, the central processing
unit 20 also determines whether or not elapsed time from the
last shot date to this shot date is included in a predetermined
first time.

Incidentally, with the following description, a circle area
with the last shot position as the center, and with the prede-
termined first distance as a radius will also be referred to as
the last shot area. Also, with the following description, the
elapsed time from the last shot date to this shot date will also
be referred to as shooting pause elapsed time. Subsequently,
the above first time is arbitrarily selected, for example, for
several minutes through tens of minutes.

Incidentally, when there is almost no obstacle which dis-
turbs communication with an artificial satellite for GPS in the
circumference such as an outdoor riverside location, a sports
playing field, or the like, the central processing unit 20 can
detect the camera position and shot position with high preci-
sion.

However, when there is an obstacle which disturbs com-
munication with an artificial satellite for GPS in the circum-
ference such as indoor, the valley between high buildings, or
the like, with the central processing unit 20, the detection
accuracy of the camera position and shot position decreases,
and accordingly, there may be caused large error regarding
the camera position and shot position thereof.

Therefore, the above first distance that stipulates the last
shot area is arbitrarily selected from several meters through
tens of kilometers whereby the digital camera 1 can be moved
on foot within the above first time.

That is to say, in the case that the camera position or shot
position changes by distance where the digital camera 1 is not
moved during the first time, and accordingly, large error is
caused at this camera position and shot position, the first
distance is selected so as to determine this case according to
a combination with the first time.

Inthe event that this shot position is included in the last shot
area, and also the shooting pause elapsed time is included in
the first time, the central processing unit 20 determines that
this photo shooting has been performed at the same event as
that of the last photo shooting.

Also, in the event that this shot position is not included in
the last shot area, but the shooting pause elapsed time is
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included in the first time, the central processing unit 20
assumes that error is caused at the shot position, and deter-
mines that this photo shooting has been performed at the same
event as that of the last photo shooting.

On the other hand, in the event that this shot position is not
included in the last shot area, and also the shooting pause
elapsed time is longer than the first time, the central process-
ing unit 20 determines that this photo shooting has been
performed at an event different from that of the last photo
shooting.

Further, in the event that this shot position is included in the
last shot area, but the shooting pause elapsed time is longer
than the first time, at this time, the central processing unit 20
also determines that this photo shooting has been performed
at an event different from that of the last photo shooting.

After determining that this photo shooting has been per-
formed at the same event as that of the last photo shooting, the
central processing unit 20 records the same event identifica-
tion information as that at the last photo shooting (the event
identification information read out this time from the record-
ing device 33) in the recording device 33 as information for
registration.

Thus, the central processing unit 20 registers the same
event identification information as that of the last photo
shooting in the database DB for search in a manner correlated
with a set of the file identification information, shot date
information, and shot position information obtained at this
photo shooting.

After registration of the event identification information to
the database DB for search is completed, the central process-
ing unit 20 takes the shot date information and shot position
information indicating the shot date and shot place at this
time, and the event identification information at this time as
new information for event determination.

Subsequently, the central processing unit 20 transmits the
information for event determination (the shot date informa-
tion, shot position information, and event identification infor-
mation at this time) to the recording device 33, and records
this on the recorded information for event determination in an
overwrite manner.

On the other hand, after determining that this photo shoot-
ing has been performed at a new event different from that of
the last photo shooting, the central processing unit 20 gener-
ates new event identification information whereby the new
event thereof can individually be identified.

Subsequently, the central processing unit 20 registers, such
that the newly generated event identification information is
recorded in the recording device 33, this event identification
information in the database DB for search in a manner corre-
lated with a set of the file identification information, shot date
information, and shot position information obtained at this
photo shooting.

Also, after registration of the event identification informa-
tion to the database DB for search is completed, the central
processing unit 20 takes the shot date information and shot
position information indicating the shot date and shot place at
this time, and the newly generated event identification infor-
mation as new information for event determination.

Subsequently, the central processing unit 20 transmits the
information for event determination (the shot date informa-
tion, and shot position information at this time, and the newly
generated event identification information) to the recording
device 33, and records this on the recorded information for
event determination in an overwrite manner.

In the event that further photo shooting has been performed
after the second photo shooting, in each case, the central
processing unit 20 reads out the information for event deter-
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mination (shot date information, shot position information,
and event identification information) recorded at the last time
from the recording device 33 in the same way as with the
second photo shooting.

Subsequently, based on the shot place and shot date at this
photo shooting, and the shot place and shot data at the last
photo shooting, the central processing unit 20 determines
whether or not this photo shooting has been performed at the
same event as that of the last photo shooting.

As aresult thereof, in the event that this photo shooting has
been performed at the same event as that of the last photo
shooting, the central processing unit 20 takes the last event
identification information as this event identification infor-
mation. Subsequently, the central processing unit 20 registers
this event identification information (actually, the last event
identification information) in the database DB for search in a
manner correlated with a set of the file identification infor-
mation, shot date information, shot position information
obtained at this photo shooting.

Also, the central processing unit 20 records the shot date
information and shot position information at this time, and the
event identification information at this time in the recording
device 33 as new information for event determination to
update the information for event determination recorded at
the last time.

On the other hand, in the event that this photo shooting has
been performed at an event different from that of the last time,
the central processing unit 20 generates new event identifica-
tion information. Subsequently, the central processing unit 20
registers the new generated event identification information
thereof in the database DB for search in a manner correlated
with a set of the file identification information, shot date
information, and shot position information obtained at this
photo shooting.

Also, the central processing unit 20 records the shot date
information and shot position information at this time, and the
new event identification information in the recording device
33 as new information for event determination to update the
information for event determination recorded at the last time.

Thus, the central processing unit 20 is configured so that
photo images registered in the database DB for search can be
classified into events such as a party where photo shooting has
been performed, an athletic meeting, a walk of the neighbor-
hood, and so forth while performing photo shooting.

Incidentally, after returning to the shooting mode again to
perform photo shooting after proceeding from the shooting
mode to another mode, at this time, the central processing unit
20 reads out the information for event determination recorded
atthe last time (at the last photo shooting in the shooting mode
before transition to another mode) from the recording device
33. Incidentally, another mode is the reproducing mode, a
setting mode for setting shooting conditions, or the like.

Now, after turning on the power to proceed to the shooting
mode again for photo shooting through power off from the
shooting mode, the central processing unit 20 also reads out
the information for event determination recorded at the last
time (at the last photo shooting in the shooting mode before
power off) from the recording device 33.

Subsequently, after proceeding to the shooting mode by
another mode or turning on the power, and performing photo
shooting, in the same way as described above, the central
processing unit 20 uses the information for event determina-
tion thereof to determine the event, and additionally registers
the event identification information in the database DB for
search.

Thus, such as described above, even though temporarily
ending the shooting mode, in the event of the photo shootings
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before and after this ending being performed at the same
event, the central processing unit 20 can accurately determine
the event thereof to classify photo images, obtained before
and after this ending, into the same event.

In this way, each time photo shooting is performed, the
central processing unit 20 registers personal identification
information, registered face feature information, face icon,
and intimacy correlated information in the database DB for
search as image-related information as appropriate to update
the content of the database DB for search.

Also, each time photo shooting is performed, the central
processing unit 20 also registers file identification informa-
tion, shot date information, shot position information, and
event identification information in the database DB for search
as image-related information to update the content of the
database DB for search.

1-4. Search Key Presenting Processing at the Time of Shoot-
ing Mode

Next, description will be made regarding search key pre-
senting processing for realizing a search key function for
presenting a search key for photo image search according to a
shooting state at the time of the shooting mode. Though the
details will be described below, the central processing unit 20
is configured so as to present a person’s face reflected in the
shooting status presenting image, and a search key for photo
image search according to the camera position, when in the
shooting mode.

Actually, the central processing unit 20 is configured so as
to take advantage of a face icon indicating the face of'a person,
and a camera position icon indicating the camera position on
a map as such a search key. However, the central processing
unit 20 allows the user to select whether or not the search key
presenting processing is executed at the time of the shooting
mode on a predetermined setting screen, and sets this.

Also, in the event that the user has selected so as to execute
the search key presenting processing at the time of the shoot-
ing mode, the central processing unit 20 allows the user to
select at least one of the face icon and the camera position icon
as a search key to be actually presented on the setting screen,
and sets this.

Accordingly, first, description will be made below regard-
ing the search key presenting processing to be executed in a
state in which the search key presenting function is set to be
realized with the first setting content for presenting both of the
face icon and the camera position icon at the time of the
shooting mode.

Next, description will be made regarding the search key
presenting processing to be executed in a state in which the
search key presenting function is set to be realized with the
second setting content for presenting only the face icon with-
out presenting the camera position icon at the time of the
shooting mode.

Subsequently, description will be made regarding the
search key presenting processing to be executed in a state in
which the search key presenting function is set to be realized
with the third setting content for presenting only the camera
position icon without presenting the face icon at the time of
the shooting mode.

First, after proceeding to the shooting mode in a state in
which the search key presenting function is set to be realized
with the first setting content, the central processing unit 20
controls the digital processing unit 31 according to the first
setting content thereof during the shooting mode.

Also, the central processing unit 20 executes the first cam-
era position detection processing for using the GPS at the time
of proceeding to the shooting mode to detect the camera
position. Further, the central processing unit 20 also periodi-
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cally (e.g., with five-minute interval regardless of the input
timing of the release signal) executes the camera position
detection processing subsequently to the first camera position
detection processing during the shooting mode.

Actually, after executing the camera position detection
processing, the central processing unit 20 communicates with
artificial satellite for GPS via the GPS receiver 32, and con-
tinuously detects the camera position by a predetermined
number of times over a short amount of time. Subsequently,
the central processing unit 20 detects, for example, distances
between camera positions detected multiple times in a round
robin.

As a result thereof, when the multiple camera positions are
almost matched (i.e., any distance between multiple camera
positions is equal to or shorter than a predetermined second
distance), the central processing unit 20 determines that the
camera positions have accurately been detected. In this case,
the central processing unit 20 detects the intermediate posi-
tion of these multiple camera positions as the current camera
position of the digital still camera 1.

However, when the multiple camera positions vary (i.e., at
least one of the distances between multiple camera positions
is longer than the second distance), the central processing unit
20 determines that the detection accuracy of the camera posi-
tions deteriorates, and accordingly, the camera positions are
not accurately detected. In this case, the central processing
unit 20 halts the camera position detection processing (i.e.,
detection of the current camera position).

In this way, the central processing unit 20 periodically
executes the camera position detection processing during the
shooting mode, but only when the detection accuracy of the
camera positions is high, detects the current camera position.

After detecting the current camera position, in each case,
the central processing unit 20 executes icon generating pro-
cessing for generating a camera position icon for indicating
the camera position on a map. In this case, in the event that no
camera position icon has been generated, the central process-
ing unit 20 sets, for example, a quadrangular seeking area
having a predetermined extent with the current camera posi-
tion detected at this time as the center.

Incidentally, with the seeking area, for example, the length
of'a diagonal line passing through the current camera position
is arbitrarily selected between several kilometers and a hun-
dred kilometers or so, and the width is determined based on
the length of the diagonal line.

Subsequently, the central processing unit 20 compares the
seeking area with the shot position information registered in
the database DB for search. As a result thereof, upon detecting
the shot position information indicating a shot position within
the seeking area out of the shot position information regis-
tered in the database DB for search, the central processing
unit 20 sets this seeking area to a search area where a photo
image can be detected according to the current camera posi-
tion.

That is to say, in the event that a shot position within the
seeking area can be detected, the photo image obtained by
taking an image within the seeking area has already been
registered in the database DB for search, and a photo image
can be detected within this seeking area, and accordingly the
central processing unit 20 sets this seeking area as the search
area.

Now, for example, the map image data of a map image has
already been stored in the recording device 33. Accordingly,
when setting the search area, the central processing unit 20
reads out a portion equivalent to the search area within the
map image data as area map image data.
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Subsequently, the central processing unit 20 crops out, for
example, a circular partial map image with the current camera
position as the center from the search area map image based
on the area map image data thereof. Also, the central process-
ing unit 20 synthesizes the partial map image with the image
of a predetermined mark indicating the current camera posi-
tion, and then subjects this to, for example, reduction process-
ing for thinning out pixels. Thus, the central processing unit
20 generates a camera position icon which indicates the cur-
rent camera position on the partial map image thereof, and
can be used as a search key for photo image search.

Also, after generating a camera position icon, the central
processing unit 20 records the camera position icon thereof,
area information indicating the search area, area map image
data, and camera position information indicating the current
camera position, for example, in the RAM 22 in a correlated
manner.

However, in the event that no shot position within the
seeking area has been detected (i.e., shot position information
indicating a shot position within the seeking area has not been
registered in the database DB for search), the central process-
ing unit 20 halts the icon generating processing at this time.

Thus, after executing the icon generating processing in a
state in which no camera position icon has been generated, the
central processing unit 20 sets the search area according to
detection of a shot position within the seeking area, and also
generates a camera position icon.

Incidentally, after executing the icon generating processing
in a state in which a camera position icon has already been
generated, the central processing unit 20 reads out the camera
position information recorded along with the camera position
icon and so forth from the RAM 22 (hereafter, also referred to
as “past camera position information™).

Subsequently, the central processing unit 20 detects cam-
era movement distance between the current camera position
detected at this time, and the camera position indicated by the
past camera position information (hereafter, also referred to
as “past camera position”), and compares this detected cam-
era movement distance with predetermined third distance.
Incidentally, the third distance is arbitrarily selected, for
example, between several kilometers and tens of kilometers
or so.

As aresult thereof, when the camera movement distance is
equal to or shorter than the third distance, and the current
camera position does not very far away from the past camera
position, the central processing unit 20 halts the icon gener-
ating processing.

On the other hand, in the event that the camera movement
distance is longer than the third distance, and the current
camera position is relatively far from the past camera posi-
tion, the central processing unit 20 sets the seeking area with
the current camera position as the center in the same way as
described above.

Subsequently, the central processing unit 20 compares the
seeking area thereof with the shot position information reg-
istered in the database DB for search. As a result thereof, after
detecting the shot position information indicating a shot posi-
tion within the seeking area out of the shot position informa-
tion registered in the database DB for search, the central
processing unit 20 sets this seeking area as a new search area.

Also, the central processing unit 20 reads out a portion
equivalent to the new search area in the map image data from
the recording device 33 in the same way as described above as
new area map image data. Subsequently, the central process-
ing unit 20 generates a camera position icon indicating the
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current camera position on the map based on the new area
map image data thereof again in the same way as described
above.

Also, after generating a camera position icon again, the
central processing unit 20 records this camera position icon in
the RAM 22 along with the area information, area map image
data, and camera position information obtained this time. In
this way, the central processing unit 20 updates the camera
position icon, area information, area map image data, and
camera position information to be recorded inthe RAM 22 to
the newest.

However, in this case as well, when no shot position is
detectable within the new seeking area (i.e., shot position
information indicating a shot position within the seeking area
has not been registered in the database DB for search), the
central processing unit 20 halts the icon generating process-
ing at the time thereof.

Thus, after executing the icon generating processing in a
state in which a camera position icon has already been gen-
erated, the central processing unit 20 updates the search area
and the camera position icon according to detection of a shot
position within the new seeking area.

On the other hand, upon proceeding to the shooting mode,
under the control of the central processing unit 20, each time
unit image data is generated, the digital processing unit 31
also executes face detection processing as to this unit image
data using the reference face feature information.

As aresult of the face detection processing being executed,
upon detecting a single person’s face portion or multiple
person’s face portions within the unit image based on the unit
image data, the digital processing unit 31 also detects the
size(s) and position(s) of the single person’s face portion or
multiple person’s face portions detected within the unit image
thereof.

Subsequently, after detecting the size(s) and position(s) of
the single person’s face portion or multiple person’s face
portions within the unit image based on the unit image data,
the digital processing unit 31 transmits the unit image data
thereof to the central processing unit 20 along with face
detection information indicating the size(s) and position(s) of
the single person’s face portion or multiple person’s face
portions.

The central processing unit 20 executes icon detection
processing for detecting a face icon according to the face
detection processing of the digital processing unit 31. Thus,
each time the face detection information and the unit image
data are provided from the digital processing unit 31, based
on this face detection information the central processing unit
20 determines a single person’s face portion or multiple per-
son’s face portions within the unit image based on the unit
image data, and analyzes the determined face portion(s).

Thus, the central processing unit 20 detects the features
(the shape and color of a face, the shapes of eyes, nose, mouth,
and eyebrows, etc.) of a single person’s face or multiple
person’s faces reflected in the unit image. Also, each time the
face detection information and the unit image data are pro-
vided from the digital processing unit 31, the central process-
ing unit 20 sequentially compares the features of the detected
single person’s face or multiple person’s faces.

As a result thereof, after continuously detecting the fea-
tures of the face of the same person out of a predetermined
number of unit images that continue during predetermined
second time, the central processing unit 20 determines the
features of the detected face thereof as features for compari-
son with the registered face features (i.e., registered face
feature information) within the database DB for search.
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Incidentally, the second time is arbitrarily selected, for
example, for ten-odd seconds through tens of seconds. Also,
with the following description, the features of the face of the
same person continuously detected from a predetermined
number of unit images that continue for the predetermined
second time (i.e., the features of a face determined as for
comparison with the registered face features) will also be
referred to as comparative face features.

That is to say, the person of a continuously detected face is,
for example, a family or acquaintance, and is reflected in a
shooting status presenting image for a longer time to deter-
mine a composition and so forth, and has a high possibility to
be photographically taken. Also, in the event that the person
of a continuously detected face has a high possibility to be
photographically taken this time, the person of a continuously
detected face also has a high possibility that his/her photo-
graph was taken in the past.

Therefore, the central processing unit 20 excludes the face
of a person instantaneously reflected in the shooting status
presenting image by crossing the shooting range, or the like,
and the comparative face features of the face of a person
reflected in this shooting status presenting image for a rela-
tively longer time are employed for comparison with the
registered face features.

After obtaining the first comparative face features in the
icondetection processing, the central processing unit 20 com-
pares the comparative face features thereof with the regis-
tered face features within the database DB for search. As a
result thereof, after detecting the registered face features
matched with the comparative face features out of the regis-
tered face features within the database DB for search, the
central processing unit 20 sets the comparative face features
as face features for search whereby a photo image is detect-
able.

That is to say, after detecting the registered face features
matched with the comparative face features, the central pro-
cessing unit 20 has already registered the photo image
obtained by the person of a face having the comparative face
features being photographically taken, in the database DB for
search, whereby the photo image can be searched by the
comparative face features. Accordingly, the central process-
ing unit 20 sets the comparative face features as the face
features for search used for photo image search.

After setting the comparative face features as the face
features for search, the central processing unit 20 detects the
personal identification information and face icon correspond-
ing to the registered face features matched with the face
features for search within the database DB for search. Also,
the central processing unit 20 reads out the detected face icon
thereof from the database DB for search (recording device 33)
as a search key for photo image search.

That is to say, the central processing unit 20 reads out a face
icon indicating the face of a person reflected in the shooting
status presenting image being displayed at this time for rela-
tively longer time from the database DB for search (recording
device 33) as a search key for photo image search.

Also, at this time, the central processing unit 20 also reads
out the personal identification information detected along
with the face icon from the database DB for search (recording
device 33). Subsequently, the central processing unit 20
records the face feature information for search indicating the
face features for search, face icon, and personal identification
information, for example, in the RAM 22 in a correlated
manner.

However, in the event that, though the comparative face
features have been obtained, there are no registered face fea-
tures matched with the comparative face features thereof (the
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registered face feature information indicating the registered
face features matched with the comparative face features has
not registered in the database DB for search), the central
processing unit 20 does not set the comparative face features
thereof as the face features for search. Subsequently, the
central processing unit 20 does not execute the subsequent
processing wherein the comparative face features thereof
ought to be used as the face features for search.

Also, after detecting the second comparative face features
in the icon detection processing, the central processing unit
20 compares the second comparative face features with the
face features for search indicated by the face feature informa-
tion for search recorded in the RAM 22.

As aresult thereof, in the event that the second comparative
face features are different from the face features for search
indicated by the face feature information for search recorded
in the RAM 22, the central processing unit 20 subsequently
executes the same processing as with the case where the
above first comparative face features were detected.

On the other hand, in the event that the second comparative
face features are matched with the face features for search
indicated by the face feature information for search recorded
in the RAM 22, the central processing unit 20 does not set the
second comparative face features thereof as the face features
for search. Subsequently, the central processing unit 20 does
not execute the subsequent processing wherein the second
comparative face features thereof ought to be used as the face
features for search.

Further, after detecting further several comparative face
features after detection of the second comparative face fea-
tures, in each case, the central processing unit 20 compares
the detected comparative face features thereof with the face
features for search indicated by all of the face feature infor-
mation for searching, recorded in the RAM 22 by the point in
time thereof.

As a result thereof, in the event that the comparative face
features further detected after detection of the second com-
parative face features differ from the face features for search
indicated by one of the face feature information for search
recorded in the RAM 22, the central processing unit 20 sub-
sequently executes the same processing as with the case
where the above first comparative face features were
detected.

On the other hand, in the event that the comparative face
features further detected after detection of the second com-
parative face features are matched with the face features for
search indicated by one of the face feature information for
search recorded in the RAM 22, the central processing unit 20
does not set the further detected comparative face features as
the face features for search. Subsequently, the central pro-
cessing unit 20 does not execute the subsequent processing
wherein the further detected comparative face features after
detection of the second comparative face features ought to be
used as the face features for search.

In this way, the central processing unit 20 sets, according to
detection of the comparative face features of the face of a
person reflected in the shooting status presenting image for
relatively longer time, this comparative face features as the
face features for search as appropriate, and also detects the
face icon indicating the face thereof as a search key for photo
image search.

Incidentally, the icon layout image data of an icon layout
image, which becomes the origin of the icon presenting image
data for presenting a camera position icon along with face
icons, is recorded beforehand in the nonvolatile memory 34
whereby the camera position icon can be disposed along with
the face icons.
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Accordingly, after proceeding to the shooting mode, until a
camera position icon or face icon is obtained as a search key
such as described above, the central processing unit 20 reads
out the icon layout image data from the nonvolatile memory
34. Subsequently, the central processing unit 20 transmits the
icon layout image data thereof to the digital processing unit
31.

In the event of proceeding to the shooting mode, and the
icon layout image data being provided from the central pro-
cessing unit 20, each time unit image data is generated based
on shot data, the digital processing unit 31 synthesizes this
generated unit image data with the icon layout image data to
generate synthesized image data.

Subsequently, the digital processing unit 31 sequentially
transmits the synthesized image data to the liquid crystal
panel 7B. Thus, such as illustrated in FIG. 4, the digital
processing unit 31 displays a shooting status presenting
image 40 on the liquid crystal panel 7B, and also displays a
long strip-shaped icon layout image 41 in the image-vertical
direction, for example, in a manner overlaid on the right edge
portion in the image-horizontal direction of this shooting
status presenting image 40.

Incidentally, the icon layout image 41 is generated so that
the right edge portion of the shooting status presenting image
40 serving as a background can be seen though, for example,
such as an open mesh pattern or polka-dot pattern drawn in
monochrome such as white or gray.

Accordingly, the central processing unit 20 displays the
icon layout image 41 in a manner overlaid on the shooting
status presenting image 40, but prevents the shooting status
from being unable to be confirmed by showing the overlaid
portion of the icon layout image 41 in this shooting status
presenting image 40 as much as possible.

In a state in which only the icon layout image 41 is dis-
played on the shooting status presenting image 40, for
example, after generating a camera position icon serving as a
search key, the central processing unit 20 synthesizes the
camera position icon with the icon layout image data to gen-
erate icon presenting image data. Subsequently, the central
processing unit 20 transmits the icon presenting image data to
the digital processing unit 31.

In the event that the icon presenting image data has been
provided from the central processing unit 20, subsequently,
each time unit image data is generated, the digital processing
unit 31 synthesizes this unit image data with the icon present-
ing image data instead of the icon layout image data to gen-
erate synthesized image data. Subsequently, the digital pro-
cessing unit 31 sequentially transmits the synthesized image
data thereof to the liquid crystal panel 7B.

Thus, such as illustrated in FIG. 5, the digital processing
unit 31 displays the shooting status presenting image 40 on
the liquid crystal panel 7B, and also displays the icon present-
ing image 42 in a manner overlaid on this shooting status
presenting image 40.

In this case, the icon presenting image 42 includes the icon
layout image 41 displayed in a manner overlaid on the right
edge portion of the shooting status presenting image 40, and
a camera position icon 43 serving as a search key for photo
image search is disposed and displayed on this icon layout
image 41.

Also, after generating a new camera position icon, the
central processing unit 20 synthesizes the new camera posi-
tion icon thereof with the icon layout image data to generate
icon presenting image data again.

In this way, after updating the content of the icon present-
ing image data, the central processing unit 20 transmits the
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icon presenting image data of which the content has been
updated to the digital processing unit 31.

In the event that the icon presenting image data of which
the content has been updated has been provided from the
central processing unit 20, the digital processing unit 31
switches the icon presenting image data to be used for gen-
eration of synthesized image data from one before updating to
one after updating.

That is to say, in the event that the icon presenting image
data has been updated, subsequently, each time unit image
data is generated, the digital processing unit 31 synthesizes
this unit image data with the icon presenting image data after
updating instead of the icon presenting image data before
updating to generate new synthesized image data. Subse-
quently, the digital processing unit 31 sequentially transmits
the new synthesized image data thereof to the liquid crystal
panel 7B.

Thus, the digital processing unit 31 displays the shooting
status presenting image 40 on the liquid crystal panel 7B, and
also with the icon presenting image 42 overlaid on this shoot-
ing status presenting image 40, changes the camera position
icon 43 on the icon layout image 41 to a new camera position
icon.

In this way, each time a new camera position icon is gen-
erated, with the icon presenting image 42, the central process-
ing unit 20 updates the camera position icon 43 to be disposed
on the icon layout image 41 to the new camera position icon.

Subsequently, in the event of displaying the camera posi-
tion icon 43 on the liquid crystal panel 7B along with the
shooting status presenting image 40, the central processing
unit 20 is configured so as to allow the user to specify this
camera position icon 43 as a search key for photo image
search by a tapping operation.

Also, for example, in the event that the first face icon
serving as a search key has been detected after generating a
camera position icon, the central processing unit 20 synthe-
sizes the camera position icon with the icon layout image data
along with this first face icon to generate icon presenting
image data again.

Thus, after updating the content of the icon presenting
image data according to detection of the face icon, the central
processing unit 20 transmits the icon presenting image data of
which the content has been updated to the digital processing
unit 31.

In the event that the icon presenting image data of which
the content has been updated according to detection of the
face icon has been provided from the central processing unit
20, the digital processing unit 31 switches the icon presenting
image data to be used for generation of synthesized image
data from one before updating to one after updating.

Accordingly, after updating of the icon presenting image
data, each time unit image data is generated, the digital pro-
cessing unit 31 synthesizes the icon presenting image data
after updating instead of the icon presenting image data
before updating with this unit image data to generate new
synthesized image data. Subsequently, the digital processing
unit 31 sequentially transmits the new synthesized image data
thereof to the liquid crystal panel 7B.

Thus, such as illustrated in FIG. 6, the digital processing
unit 31 displays the shooting status presenting image 40 on
the liquid crystal panel 7B, and also with the icon presenting
image 42 overlaid thereupon, displays the camera position
icon 43 serving as a search key for photo image search on the
icon layout image 41. Also, at this time, with the icon pre-
senting image 42, the digital processing unit 31 also disposes
and displays a face icon 44 serving as a search key for photo
image search on the icon layout image 41.
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Further, after detecting the second face icon, the central
processing unit 20 synthesizes the first and second face icons
with the icon layout image data along with the camera posi-
tion icon to generate icon presenting image data.

In this way, the central processing unit 20 updates the
content of the icon representing image data again according to
detection of the second face icon, and transmits this icon
presenting image data of which the content has been updated
to the digital processing unit 31.

In the event that the icon presenting image data of which
the content has further been updated has been provided from
the central processing unit 20, the digital processing unit 31
switches the icon presenting image data to be used for gen-
eration of synthesized image data from one before updating to
the newest one after updating again.

Accordingly, after updating of the icon presenting image
data, each time unit image data is generated, the digital pro-
cessing unit 31 synthesizes the icon presenting image data
after updating instead of the icon presenting image data
before updating with this unit image data to generate new
synthesized image data. Subsequently, the digital processing
unit 31 sequentially transmits the new synthesized image data
thereof to the liquid crystal panel 7B.

Thus, such as illustrated in FIG. 7, the digital processing
unit 31 displays the shooting status presenting image 40 on
the liquid crystal panel 7B, and also with the icon presenting
image 42, additionally displays the second face icon 45 on the
icon layout image 41.

In this way, each time the face icons 44 and 45 indicating
the faces of the persons continuously reflected in the shooting
status presenting image 40 are detected, the central process-
ing unit 20 sequentially and additionally displays the detected
face icons 44 and 45 on the icon layout image 41.

Subsequently, in the event of displaying the face icons 44
and 45 on the liquid crystal panel 7B along with the shooting
status presenting image 40, the central processing unit 20 is
configured so as to allow the user to specify the face icons 44
and 45 by a tapping operation as a search key for photo image
search.

Incidentally, each time unit image data is generated such as
described above, as a result of the face detection processing,
upon detecting the size and position of a face portion along
with the face of a person, the digital processing unit 31 gen-
erates, for example, the frame image data of a quadrangular
frame image that surrounds the face portion thereofaccording
to the size of the face portion thereof.

Atthis time, the digital processing unit 31 also synthesizes
the frame image data according to the position of the face
portion to the unit image data, and also synthesizes the icon
layout image data and the icon presenting image data such as
described above to generate synthesized image data. Subse-
quently, the digital processing unit 31 transmits the synthe-
sized image data thereof to the liquid crystal panel 7B.

Thus, such as illustrated in FIGS. 4 through 7, the digital
processing unit 31 displays a frame image 46 in a manner
overlaid on the shooting status presenting image 40 displayed
on the liquid crystal panel 7B so as to surround the face of a
person (face detected within a unit image).

Incidentally, the frame image 46 to be displayed in a man-
ner overlaid on the shooting status presenting image 40 is
drawn, for example, with a predetermined initial-setting color
such as green, and is used for notifying the user of detection
of the face of a person, focusing on this face at the time of
photo shooting, or the like.

However, if the comparative face features are set as the face
features for search, such as described later, the central pro-
cessing unit 20 takes advantage of the face of the face features
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for search reflected in the shooting status presenting image 40
as a search key for photo image search in a state reflected in
this shooting status presenting image 40. Incidentally, with
the following description, the face of the face features for
search will also be referred to as “search utilization face”.

Therefore, if the comparative face features is set as the face
features for search, in response to this, the central processing
unit 20 controls the digital processing unit 31 change the
frame image 46 surrounding the search utilization face dis-
played in a manner overlaid on the shooting status presenting
image 40 to, for example, a color different from the initial-
setting color.

Also, even after the comparative face features is set as the
face features for search, each time face features are detected
from a unit image, the central processing unit 20 compares the
detected face features with the face feature information for
search recorded in the RAM 22.

Thus, the central processing unit 20 detects whether or not
the search utilization face is reflected in the shooting status
presenting image 40, and when the search utilization face
thereof is reflected therein, changes the color of the frame
image 46 surrounding this search utilization face.

Thus, while the search utilization face is reflected in the
shooting status presenting image 40, the central processing
unit 20 can notify the user that the search utilization face
thereof is available as a search key by the color of the frame
image 46 surrounding this search utilization face.

Incidentally, after proceeding to the shooting mode such as
described above, the central processing unit 20 immediately
executes the first camera position detection processing, and
thereafter periodically executes the camera position detection
processing. Subsequently, after executing the camera posi-
tion detection processing, upon detecting the current camera
position, the central processing unit 20 subsequently executes
the icon generating processing.

Also, after proceeding to the shooting mode, the central
processing unit 20 immediately causes the digital processing
unit 31 to start the face detection processing, and when con-
tinuously detecting the face features of the same person,
executes the icon detection processing.

Therefore, after detecting the current camera position in
the first camera position detection processing, and generating
a camera position icon in the subsequently executed icon
generating processing, the central processing unit 20 first, in
the same way as with the above case regarding FIGS. 4
through 7, displays the camera position icon 43. Subse-
quently to the display of the camera position icon 43, the
central processing unit 20 additionally displays the face icons
44 and 45.

However, for example, in the event that the current camera
position is undetectable in the first camera position detection
processing, the central processing unit 20 may generate the
face icons 44 and 45 before generating the camera position
icon 43.

That is to say, for example, depending on the execution
situation of the camera position detection processing, unlike
the above case described regarding FIGS. 4 through 7, the
processing unit 20 may first display the face icons 44 and 45,
and then additionally display the camera position icon 43.

Therefore, with the following description, in the case that
the face icons 44 and 45, and the camera position icon 43 do
not particularly have to be distinguished, these face icons 44
and 45, and camera position icon 43 will also be referred to as
search key icons collectively.

Actually, after generating the camera position icon 43,
such as illustrated in FIGS. 5 through 7, with the icon layout
image 41, for example, the central processing unit 20 disposes
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and displays the camera position icon 43 on the lower edge
portion in the image-vertical direction.

Also, after detecting the face icons 44 and 45, with the icon
layout image 41, the central processing unit 20 disposes and
displays the latest face icons 44 and 45 on the upper edge
portion in the image-vertical direction.

In accordance with this, the central processing unit 20
displays the face icons 44 and 45, and camera positionicon 43
already disposed and displayed on the icon layout image 41
by sequentially lowering the locating positions thereof in the
lower edge portion side in the image-vertical direction one
step at a time.

In this way, such as illustrated in FIGS. 8A and 8B, the
central processing unit 20 disposes three search key icons 47
through 49 at a maximum in tandem along with the icon
layout image 41, and collectively displays these on the liquid
crystal panel 7B as the icon presenting image 42.

Also, after obtaining a search key icon 50, which exceeds a
collectively displayable number, the central processing unit
20 adds the search key icon 50 on the icon layout image 41
such that the icon layout image 41 is expanded in the image-
vertical direction.

However, at this time, the central processing unit 20 elimi-
nates, along with the lower edge portion side of the icon
layout image 41, the search key icon 47 disposed on this lower
edge portion side from the liquid crystal panel 7B. That is to
say, at this time, the central processing unit 20 expands the
icon layout image 41 in the image-vertical direction to elimi-
nate, along with the lower edge portion side, the search key
icon 47 disposed on this lower edge portion side as if the
search key icon 47 were allowed to exit to the outside of the
shooting status presenting image 40.

Subsequently, if all of the search key icons 47 through 50
are not collectively displayable, the central processing unit 20
changes the color of the icon layout image 41 to a color
different from the original color (e.g., light blue). Thus, if all
of the search key icons 47 through 50 are not collectively
displayable, the central processing unit 20 can notify the user
that there is the search key icon 47 which is not displayable by
change in the color of the icon layout image 41.

Also, such as illustrated in FIGS. 9A and 9B, in the event
that the user has performed a sliding operation in the image-
vertical direction above the icon layout image 41, in response
to this, the central processing unit 20 scrolls the search key
icons 51 through 56 in the image-vertical direction along with
the icon layout image 41.

Accordingly, the central processing unit 20 moves the
already displayed search key icons 51 through 56 to the
outside of the shooting status presenting image 40 along with
an already displayed portion of the icon layout image 41.

In accordance with this, the central processing unit 20
moves the search key icons 51 through 56 which have not
been displayed so far into the shooting status presenting
image 40 along with a portion of the icon layout image 41
which has not been displayed so far.

Thus, even though the number of the search key icons 51
through 56 is greater than a collectively displayable number,
the central processing unit 20 allows the user to view the
search key icons 51 through 56 along with the icon layout
image 41 and to specify these as an object for search by a
tapping operation.

Incidentally, the central processing unit 20 manages, by the
face icons 57 through 60 recorded in the RAM 22 along with
the face feature information for search through execution of
the face icon detection processing, the alignment sequence of
the face icons 57 through 60 to be disposed on the icon layout
image 41.
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For example, the central processing unit 20 assigns the
alignment sequence to the face icons 57 through 60 across the
upper edge portion through the lower edge portion of the icon
layout image 41 so as to take the upper edge portion of the
icon layout image 41 as the top, and so as to take the lower
edge portion thereof as the back of the alignment sequence of
the face icons 57 through 60.

Actually, after recording the first face icons 57 through 60
in the RAM 22 with the face icon detection processing, the
central processing unit 20 takes the first face icons 57 through
60 as the top (i.e., disposes on the upper edge portion of the
icon layout image 41).

Also, after recording the second face icons 57 through 60 in
the RAM 22 with the face icon detection processing, the
central processing unit 20 takes the second face icons 57
through 60 as the top. In accordance with this, the central
processing unit 20 moves down the alignment sequence of the
first face icons 57 through 60 previously recorded in the RAM
22 one at a time (this also holds true hereinafter).

Thus, each time the face icons 57 through 60 are recorded
in the RAM 22, the central processing unit 20 takes the latest
face icons 57 through 60 as the top, and moves down the
alignment sequence of the last recorded face icons 57 through
60 one at a time.

However, with the face icon detection processing, in the
event that the detected comparative face features are matched
with the face features for search indicated by the face feature
information for search already recorded in the RAM 22, the
central processing unit 20 determines the face icon 60 corre-
sponding to the matched face features for searching.

Subsequently, the central processing unit 20 detects the
alignment sequence of the determined face icon 60. As a
result thereof, in the event that the alignment sequence of the
determined face icon 60 is the top, the central processing unit
20 does not change the alignment sequence of this face icon
60.

On the other hand, in the event that the alignment sequence
of'the determined face icons 57 through 59 is after the top, the
central processing unit 20 changes the alignment sequence of
the face icons 57 through 59. Also, the central processing unit
20 changes the alignment sequence of other face icons 58
through 60 that is on the top side than the alignment sequence
of the determined face icons 57 through 59 by sequentially
moving down the sequence thereof toward the back side one
at a time.

Subsequently, after changing the alignment sequence of
the face icons 57 through 59, in response to this, the central
processing unit 20 controls the digital processing unit 31 to
change the display positions of the face icons 57 through 60
on the icon layout image 41 so as to accord with this change
in the alignment sequence.

Such as illustrated in FIG. 10, actually, in the event that
when changing the alignment sequence of the face icons 57
through 59, the upper edge portion of the icon layout image
41 is displayed, the central processing unit 20 changes only
the display positions of the face icons 57 through 60 without
changing the display portion of the icon layout image 41.

Also, such as illustrated in FIG. 11, in the event that when
changing the alignment sequence of the face icons 57 through
59, the upper edge portion of the icon layout image 41 is not
displayed, the central processing unit 20 automatically scrolls
the icon layout image 41.

Thus, the central processing unit 20 changes the display
portion of the icon layout image 41 so as to display the upper
edge portion. Moreover, the central processing unit 20 also
changes the display positions of the face icons 57 through 60.



US 9,154,690 B2

29

Thus, each time the face of a person consecutively reflected
in the shooting status presenting image 40 is detected as the
comparative face features, the central processing unit 20 dis-
plays the face icons 57 through 60 indicating the face of this
person along with the upper edge portion of the icon layout
image 41.

Accordingly, the central processing unit 20 allows the user
to readily specify the face icons 57 through 60 indicating the
face of a person consecutively reflected in the shooting status
presenting image 40 as a search key for photo image search.

Also, after proceeding to the shooting mode so as to realize
the search key presenting function with the second setting
content, the central processing unit 20 controls the digital
processing unit 31 in accordance with the second setting
content thereof during the shooting mode.

In this case, each time unit image data is generated in the
same way as described above, the digital processing unit 31
executes the face detection processing as to the unit image
data using the reference face feature information. Subse-
quently, after detecting the face(s) of a single or multiple
persons within the unit image based on the unit image data,
and also the size(s) and position(s) of the face portion(s)
thereof, the digital processing unit 31 displays the frame
image 46 in a manner overlaid on the shooting status present-
ing image 40 displayed on the liquid crystal panel 7B so as to
surround the face(s) of the person(s).

Also, after detecting the face portion(s) and position(s) of
asingle or multiple persons within the unit image based on the
unit image data, the digital processing unit 31 transmits the
face detection information indicating the size(s) and
position(s) of the single or multiple persons, and the unit
image data thereof to the central processing unit 20.

The central processing unit 20 executes the face icon detec-
tion processing in the same way as described above. Thus, the
central processing unit 20 detects a face icon so as to detect
face features each time the face detection information and
unit image data are provided from the digital processing unit
31.

Subsequently, the central processing unit 20 displays the
shooting status presenting image 40 on the liquid crystal
panel 7B, and also displays face icons along with the icon
layout image 41 having the same configuration as described
above, as the icon presenting image 42.

In this way, the central processing unit 20 presents a face
icon indicating the face of a person consecutively reflected in
the shooting status presenting image 40 as a search key for
photo image search by the icon presenting image 42 dis-
played on the liquid crystal panel 7B along with the shooting
status presenting image 40.

Incidentally, in this case as well, in the event that the
comparative face features have been set as the face features
for search in the face icon detection processing, the central
processing unit 20 changes the color of the frame image 46
surrounding the search utilization face of the face features for
search in the same way as described above.

Accordingly, while the search utilization face is reflected in
the shooting status presenting image 40, the central process-
ing unit 20 notifies the user that the search utilization face is
available as a search key by the color of the frame image 46
surrounding this search utilization face.

Further, after proceeding to the shooting mode in a state in
which the search key presenting function has been set so as to
be realized with the third setting content, the central process-
ing unit 20 controls the digital processing unit 31 in accor-
dance with the third setting content thereof during the shoot-
ing mode.
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Also, during the shooting mode, the central processing unit
20 periodically executes the camera position detection pro-
cessing in the same way as described above, and also accord-
ing to the execution results, executes the icon generating
processing to generate a camera position icon as appropriate.

Incidentally, in addition to the above icon layout image
data, icon layout image data for disposing the camera position
icon alone is also held in the nonvolatile memory 34.

Accordingly, upon proceeding to the shooting mode, the
central processing unit 20 reads out the icon layout image data
for camera position icon from the nonvolatile memory 34.
Subsequently, until the camera position icon serving as a
search key is obtained as described above, the central pro-
cessing unit 20 transmits the icon layout image data thereofto
the digital processing unit 31 without change.

In the event of proceeding to the shooting mode, and the
icon layout image data being provided from the central pro-
cessing unit 20, each time unit image data is generated based
on shot data, the digital processing unit 31 synthesizes the
generated unit image data with the icon layout image data to
generate synthesized image data.

Subsequently, the digital processing unit 31 sequentially
transmits the synthesized image data to the liquid crystal
panel 7B. Thus, such as illustrated in FIG. 12, the digital
processing unit 31 displays the shooting status presenting
image 40 on the liquid crystal panel 7B, and also displays a
quadrangular icon layout image 61 in a manner overlaid on,
for example, the lower right corner in the image-horizontal
direction of this shooting status presenting image 40.

Incidentally, the icon layout image 61 is generated, in the
same way as with the above icon layout image 41, so that the
lower right corner portion of the shooting status presenting
image 40 serving as a background can be seen though, for
example, such as an open mesh pattern or polka-dot pattern
drawn in monochrome such as white or gray.

Accordingly, the central processing unit 20 displays the
icon layout image 61 in a manner overlaid on the shooting
status presenting image 40, but prevents the shooting status
from being unable to be confirmed by showing the overlaid
portion of the icon layout image 61 in this shooting status
presenting image 40 as much as possible.

Also, in the event that a camera position icon has been
generated in a state in which the icon layout image 61 has
been displayed in a manner overlaid on the shooting status
presenting image 40, the central processing unit 20 synthe-
sizes the icon layout image data with this camera position
icon to generate icon presenting image data. Subsequently,
the central processing unit 20 transmits the icon presenting
image data thereof to the digital processing unit 31.

In the event that the icon presenting image data has been
provided from the central processing unit 20, subsequently,
each time unit image data is generated, the digital processing
unit 31 synthesizes this unit image data with the icon present-
ing image data instead of the icon layout image data to gen-
erate synthesized image data. Subsequently, the digital pro-
cessing unit 31 sequentially transmits the synthesized image
data thereof to the liquid crystal panel 7B.

Thus, such as illustrated in FIG. 13, the digital processing
unit 31 displays the shooting status presenting image 40 on
the liquid crystal panel 7B, and also displays an icon present-
ing image 62 in a manner overlaid on this shooting status
presenting image 40.

In this case, the icon presenting image 62 includes the icon
layout image 61 displayed in a manner overlaid on the lower
right corner portion of the shooting status presenting image
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40, and a camera position icon 63 serving as a search key for
photo image search is disposed and displayed on this icon
layout image 61.

Also, after generating a new camera position icon, in each
case, the central processing unit 20 updates the content of the
icon presenting image data to transmit this to the digital
processing unit 31. Subsequently, in the event that the icon
presenting image data of which the content has been updated
has been provided from the central processing unit 20, in each
case, the digital processing unit 31 switches the icon present-
ing image data to be used for generation of synthesized image
data from one before updating to one after updating in the
same way as described above.

Thus, the central processing unit 20 updates the camera
position icon 63 to be displayed on the icon layout image 61
with the icon presenting image 62 to be displayed on the
liquid crystal panel 7B to new one.

In this way, the central processing unit 20 presents the
camera position icon 63 as a search key for photo image
search by the icon presenting image 62 displayed on the liquid
crystal panel 7B along with the shooting status presenting
image 40.

Incidentally, at this time as well, each time unit image data
is generated in the same way as described above, the digital
processing unit 31 executes the face detection processing as
to the unit image data using the reference face feature infor-
mation. Subsequently, after detecting the face(s) of a single or
multiple persons within the unit image based on the unit
image data, and also the size(s) and position(s) of the face
portion(s) thereof, the digital processing unit 31 displays the
frame image 46 in a manner overlaid on the shooting status
presenting image 40 displayed on the liquid crystal panel 7B
s0 as to surround the face(s) of the person(s).

Also, after detecting size and position the face portion(s) of
asingle or multiple persons within the unit image based on the
unit image data, the digital processing unit 31 transmits the
face detection information indicating the size(s) and
position(s) of the face(s) single or multiple persons, and the
unit image data thereof to the central processing unit 20.

In the same way as with the above icon detection process-
ing, each time the face detection information and the unit
image data are provided from the digital processing unit 31,
based on this face detection information the central process-
ing unit 20 determines a single person’s face portion or mul-
tiple person’s face portions within the unit image based on
this face detection information, and analyzes the determined
face portion(s). Thus, the central processing unit 20 detects
the features of a single person’s face or multiple person’s
faces reflected in the unit image.

Also, in the same way as with the above icon detection
processing, each time the face detection information and the
unit image data are provided from the digital processing unit
31, the central processing unit 20 sequentially compares the
features of'the single person’s face or multiple person’s faces
detected from the unit image data. Subsequently, after con-
tinuously detecting the features ofthe face of the same person
out of a predetermined number of unit images that continue
during predetermined second time, the central processing
unit 20 determines the features of the detected face thereof to
be comparative face features.

In this way, after obtaining the first comparative face fea-
tures, the central processing unit 20 compares the compara-
tive face features thereof with the registered face features
within the database DB for search. As a result thereof, after
detecting the registered face features matched with the com-
parative face features out of the registered face features within
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the database DB for search, the central processing unit 20 sets
the comparative face features as the face features for search.

Also, the central processing unit 20 reads out the personal
identification information correlated with the registered face
features matched with the face features for search thereof
from the database DB for search (recording device 33). Sub-
sequently, the central processing unit 20 records the face
feature information for search indicating the face features for
search, and the personal identification information, for
example, in the RAM 22 in a correlated manner.

However, in the event that, though the comparative face
features have been obtained, there are no registered face fea-
tures matched with the comparative face features thereof (the
registered face feature information indicating the registered
face features matched with the comparative face features has
not registered in the database DB for search), the central
processing unit 20 does not set the comparative face features
thereof as the face features for search. Subsequently, the
central processing unit 20 does not execute the subsequent
processing wherein the comparative face features thereof
ought to be used as the face features for search.

Also, after detecting the second comparative face features,
the central processing unit 20 compares the second compara-
tive face features with the face features for search indicated by
the face feature information for search recorded in the RAM
22. As a result thereof, in the event that the second compara-
tive face features are different from the face features for
search indicated by the face feature information for search
recorded in the RAM 22, the central processing unit 20 sub-
sequently executes the same processing as with the case
where the above first comparative face features were
detected.

On the other hand, in the event that the second comparative
face features are matched with the face features for search
indicated by the face feature information for search recorded
in the RAM 22, the central processing unit 20 does not set the
second comparative face features thereof as the face features
for search. Subsequently, the central processing unit 20 does
not execute the subsequent processing wherein the second
comparative face features thereof ought to be used as the face
features for search.

Further, after detecting further several comparative face
features after detection of the second comparative face fea-
tures, in each case, the central processing unit 20 compares
the detected comparative face features thereof with the face
features for search indicated by all of the face feature infor-
mation for searching recorded in the RAM 22 by the point in
time thereof.

As a result thereof, in the event that the comparative face
features further detected after detection of the second com-
parative face features differ from the face features for search
indicated by one of the face feature information for search
recorded in the RAM 22, the central processing unit 20 sub-
sequently executes the same processing as with the case
where the above first comparative face features were
detected.

In this way, the central processing unit 20 sets, in accor-
dance with detection of the comparative face features of the
face of a person reflected in the shooting status presenting
image 40 for relatively longer time, this comparative face
features as the face features for search as appropriate.

Also, after thus setting the comparative face features as the
face features for search, the central processing unit 20 con-
trols, in the same way as described above, the digital process-
ing unit 31 to change the color of the frame image 46 sur-
rounding the search utilization face. Thus, while the search
utilization face is reflected in the shooting status presenting
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image 40, the central processing unit 20 notifies the user that
the search utilization face thereof is available as a search key
by the color of the frame image 46 surrounding this search
utilization face.

Now, such as illustrated in FIGS. 14A and 14B, in the event
that the search key presenting function is set so as to be
realized with the first setting content or the second setting
content, such as described above, the central processing unit
20 displays the icon presenting image 42 on the liquid crystal
panel 7B along with the shooting status presenting image 40.

However, search key icons included in the icon presenting
image 42 (face icons and camera position icon) are generated
so that the picture patterns thereof can be clearly distin-
guished from the picture pattern of the shooting status pre-
senting image 40, and this shooting status present image 40 is
not seen therethrough.

Therefore, in the event that the shutter button 9 has been
half-pressed, and a condition adjusting signal has been input,
in response to this, the central processing unit 20 controls the
digital processing unit 31 to eliminate the icon presenting
image 42 from the liquid crystal panel 7B.

Similarly, in the event that the shutter button 9 has been
full-pressed, and a release signal has been input, in response
to this, the central processing unit 20 also controls the digital
processing unit 31 to eliminate the icon presenting image 42
from the liquid crystal panel 7B.

Incidentally, such as described regarding FIG. 4, even
though the shutter button 9 has been half-pressed in a state in
which the icon layout image 41 has been displayed on the
liquid crystal panel 7B along with the shooting status present-
ing image 40, the central processing unit 20 eliminates this
icon layout image 41 from the liquid crystal panel 7B.

Also, such as described regarding FIG. 4, even though the
shutter button 9 has been full-pressed in a state in which the
icon layout image 41 has been displayed on the liquid crystal
panel 7B along with the shooting status presenting image 40,
the central processing unit 20 also eliminates this icon layout
image 41 from the liquid crystal panel 7B.

In this way, while the shutter button 9 has been half-pressed
or full-pressed, the central processing unit 20 controls the
digital processing unit 31 to display the shooting status pre-
senting image 40 alone on the liquid crystal panel 7B.

Thus, while the shutter button 9 has been half-pressed or
full-pressed for photo shooting, the central processing unit 20
allows the user to view the whole of the shooting status
presenting image 40, and to accurately confirm the shooting
status of a subject.

Also, such as illustrated in FIGS. 15A and 15B, even
though the search key presenting function has been set in
accordance with the third setting content, while the shutter
button 9 has been half-pressed or full-pressed, the central
processing unit 20 displays the shooting status presenting
image 40 alone on the liquid crystal panel 7B.

Accordingly, in the case that the search key presenting
function has been set in accordance with the third setting
content as well, while the shutter button 9 has been half-
pressed or full-pressed, the central processing unit 20 allows
the user to view the whole of the shooting status presenting
image 40, and to accurately confirm the shooting status of a
subject.

1-5. Image Search Processing of Photo Images at the Time of
the Shooting Mode

Next, description will be made regarding image search
processing for searching a photo image according to the
specification of a search key icon at the time of the shooting
mode. However, first, description will be made below regard-
ing image search processing to be executed in response to a
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camera position icon serving as a search key displayed on the
liquid crystal panel 7B being specified at the time of the
shooting mode.

Next, description will be made regarding image search
processing to be executed in response to a face icon serving as
a search key displayed on the liquid crystal panel 7B being
specified at the time of the shooting mode. Subsequently,
description will be made regarding image search processing
to be executed in response to a face portion being specified
along with the frame image 46 within the shooting status
presenting image 40 displayed on the liquid crystal panel 7B
at the time of the shooting mode.

In the event that, in a state in which a camera position icon
has been displayed on the liquid crystal panel 7B as the icon
presenting image 42(62), the user has specified this camera
position icon by a tapping operation, the central processing
unit 20 reads out the area information and area map image
data from the RAM 22.

Also, the central processing unit 20 compares the search
area indicated by the area information with the shot position
information registered in the database DB for search to search
out of this shot position information shot position information
indicating a shot position within the search area.

Incidentally, with the following description, the shot posi-
tion information searched based on the search area (i.e., shot
position information indicating a shot position within the
search area) will also be referred to as search shot position
information, and the shot position indicated by this search
shot position information will also be referred to as a search
shot position.

Further, based on event identification information corre-
lated with search shot position information within the data-
base DB for search, the central processing unit 20 classifies
this search shot position information by photo shooting
events.

Further, for each event classified from the search shot posi-
tion information, the central processing unit 20 detects shot
date information indicating a shot date when photo shooting
was performed for the first time at this event out of the shot
date information correlated with the search shot position
information within the database DB for search, for example.

Incidentally, with the following description, the shot date
when photo shooting was performed for the first time detected
at one of the events classified from the search shot position
information will also be referred to as an initial shot date, and
the shot date information indicating this initial shot date will
also be referred to as initial shot date information.

Subsequently, for each event classified from the search
shot position information, the central processing unit 20
detects out of the search shot position information thereof the
search shot position information indicating the search shot
position of the initial shot date as event position information
indicating the event position of the event thereof where photo
shooting was performed.

Also, for each event classified from the search shot position
information, the central processing unit 20 determines which
of'today and the past (i.e., before today) photo shooting was
performed at the event thereof, based on the initial shot date.

Subsequently, based on the determination result thereof,
the central processing unit 20 synthesizes an event position
icon serving as a search key for searching a photo image at
this event, which indicates an event where photo shooting was
performed today or in the past, and the event position thereof,
with area map image data.

Thus, based on the area map image data, the central pro-
cessing unit 20 disposes the event position icon on the area
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map image to generate map image data for searching a map
image for search to be used for searching a photo image.

Incidentally, an event position icon indicating an event
where photo shooting was preformed today, and also the
event position thereof is generated so as to have a shape, size,
and the like different from those of'an event icon indicating an
event where photo shooting was performed in the past, and
also the event position thereof.

However, with the following description, in the case that
the event position icon of today’s event, and the event position
icon of an event in the past do not have to be distinguished,
these will also be referred to as search key icons collectively.

Incidentally, such as described above, in the event of hav-
ing generated a camera position icon at the time of the shoot-
ing mode, in response to this, the central processing unit 20
records this camera position icon, and camera position infor-
mation indicating the camera position thereof in the RAM 22
in a correlated manner.

However, separately from such recording of the camera
position information to the RAM 22, the central processing
unit 20 records all of the camera positions detected from a
transition time point to the shooting mode to the instruction
time point of a camera position icon in the RAM 22 as posi-
tion detected history information indicating the detection his-
tory thereof.

Accordingly, at this time, based on the position detected
history information recorded in the RAM 22, the central
processing unit 20 detects the displacement of the camera
positions from a transition time point to the shooting mode to
the instruction time point of a camera position icon on the
map image for search.

In the event that the camera position is displaced along a
road drawn on the map image for search, the central process-
ing unit 20 processes the map image data for search so that,
with the road tracing the displacement of this camera posi-
tion, a section equivalent to between the starting point and the
end point of displacement is changed to a color different from
the other portions. Also, in the event that the camera position
has generally stopped at one point on the map image for
search, at this time, the central processing unit 20 subjects the
map image data for search to no processing.

In this way, upon generating the map image data for search,
the central processing unit 20 transmits the map image data
for search to the digital processing unit 31. Also, at this time,
the central processing unit 20 records event identification
information indicating an even classified from the search shot
position information, even position information indicating
the event position of this event, and a search key icon in the
RAM 22 in a correlated manner.

In the event that the map image data for search has been
provided from the central processing unit 20, the digital pro-
cessing unit 31 transmits the map image data for search to the
liquid crystal panel 7B instead of the unit image data from the
point in time thereof, under control of this central processing
unit 20. Thus, based on the map image data for search, the
digital processing unit 31 displays, for example, a map image
65 for search such as illustrated in FIG. 16 on the liquid
crystal panel 7B.

With this map image 65 for search, the event position icon
67 of atoday’s event, and the event position icon 68 of a past
event are disposed on an event position of the original area
map image 66 as a search key for photo image search. Also,
with the map image 65 for search, of a road 69 tracing the
displacement of a camera position, a section 69A equivalent
to the starting point and terminal point of this displacement is
colored with a color different from other portions.

10

15

20

25

30

35

40

45

50

55

60

65

36

Thus, the central processing unit 20 allows the user to
confirm an event where photo shooting was performed today
or in the past, and also the event position thereof on the map
image 65 for search presented to the user through the event
position icons 67 and 68.

Also, in the event that the user was moving and performing
photo shooting at a different event as appropriate today, the
central processing unit 20 also allows the user to confirm the
movement route thereof by partial color difference of the road
69. That is to say, the central processing unit 20 allows the
user to confirm where he/she was moving and performing
photo shooting passing through which movement route.

In the event that the user has specified a search key icon by
a tapping operation in a state in which the map image 65 for
search has been displayed on the liquid crystal panel 7B, the
central processing unit 20 detects the event position informa-
tion indicated by this specified search key icon in the RAM
22. Also, the central processing unit 20 reads out the event
identification information and the search key icon corre-
sponding to the detected event position information from the
RAM 22.

Further, based on the event identification information read
out from the RAM 22, the central processing unit 20 searches
and reads out all of the file identification information corre-
lated with this event identification information from the data-
base DB for search (i.e., recording device 33).

Further, the central processing unit 20 reads out thumbnail
data corresponding to the searched file identification infor-
mation thereof from the recording device 33. Subsequently,
based on the thumbnail data and search key icon, the central
processing unit 20 generates event search photo image data
for presenting a photo image searched at the event of the event
position indicated by this search key icon according to the
search key icon specified by the user. Also, the central pro-
cessing unit 20 transmits the event search photo image data
thereof to the digital processing unit 31.

Accordingly, in the event that the event search photo image
data has been provided from the central processing unit 20,
the digital processing unit 31 transmits this event search
photo image data to the liquid crystal panel 7B instead of the
map image data for search. Thus, the digital processing unit
31 displays an event search photo image 70 such as illustrated
in FIG. 17 on the liquid crystal panel 7B based on the event
search photo image data.

With this event search photo image 70, an icon display
region 70A and a thumbnail display region 70B are provided
so that these regions divide the entirety into two in the image-
vertical direction. Further, with the icon display region 70A of
the event search photo image 70, a search key icon specified
by the user (i.e., event position icon 67(68)) is disposed.

Also, with the icon display region 70B of the event search
photo image 70, the thumbnails 71 of photo images generated
through photo shooting at the event of the event position
indicated by the search key icon specified by the user are
disposed in a matrix manner. Further, with the thumbnail
display region 70B, a scroll bar 72 which slides in the image-
vertical direction is provided on the right edge portion in the
image-horizontal direction.

Accordingly, after displaying the event search photo image
70 on the liquid crystal panel 7B, the central processing unit
20 allows the user to view photo images searched at the event
of'the event position specified by the user as the thumbnails 71
via this event search photo image 70.

Also, in the event that, in a state in which the event search
photo image 70 has been displayed on the liquid crystal panel
7B, the user has slide-operated the scroll bar 72 so as to move
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in the image-vertical direction, in response to this, the central
processing unit 20 controls the digital processing unit 31 for
scroll display.

Thus, the central processing unit 20 scrolls the thumbnails
71 in the image-vertical direction within the thumbnail dis-
play region 70B of the event search photo image 70. Accord-
ingly, even in the case that the thumbnails 71 of the photo
images searched at the event are not disposed collectively
within the thumbnail display region 70B of the event search
photo image 70, the central processing unit 20 allows the user
to view the thumbnails 71 thereof by being switched and
disposed as appropriate.

Further, in the event that, in a state in which the event
search photo image 70 has been displayed on the liquid crys-
tal panel 7B, the user has specified a thumbnail 71 by a
tapping operation, the central processing unit 20 determines
the file identification information corresponding to the speci-
fied thumbnail 71.

Subsequently, based on the determined file identification
information thereof, the central processing unit 20 reads out
the image file identified from this file identification informa-
tion from the recording device 33. Also, the central process-
ing unit 20 reads out compressed image data from the image
file thereof to transmit this to the digital processing unit 31.

Accordingly, in the event that the compressed image data
has been provided from the central processing unit 20, the
digital processing unit 31 subjects the compressed image data
thereofto decompressed decoding processing to generate the
original photo image data. Subsequently, the digital process-
ing unit 31 transmits the photo image data thereofto the liquid
crystal panel 7B instead of the event search photo image data.
Thus, the digital processing unit 31 displays the photo image
based on the photo image data over the whole screen of the
liquid crystal panel 7B instead of the event search photo
image 70.

In this way, in the event that the user has specified a thumb-
nail 71 on the event search photo image 70, the central pro-
cessing unit 20 separately displays the photo image serving as
the origin of the specified thumbnail 71 on the liquid crystal
panel 7B to allow the user to view this.

Incidentally, in the event that, in a state in which a photo
image has been displayed on the liquid crystal panel 7B, the
user has specified any position of the touch panel 7A by
consecutive two tapping operations, in response to this, the
central processing unit 20 controls the digital processing unit
31 to return the display of the liquid crystal panel 7B.

Thus, the digital processing unit 31 transmits the event
search photo image data to the liquid crystal panel 7B instead
of the photo image data, and displays the event search photo
image 70 again instead of the photo image.

In this way, even though a photo image is displayed on the
liquid crystal panel 7B, the central processing unit 20 can
return the display of this photo image to the display of the
event search photo image 70 by a simple operation. Subse-
quently, after returning the display of the photo image to the
display of the event search photo image 70, the central pro-
cessing unit 20 allows the user to specify a thumbnail 71 again
for display of a desired photo image.

Also, in the event that, in a state in which the event search
photo image 70 has been displayed on the liquid crystal panel
7B, the user has specified a search key icon by a tapping
operation, in response to this, the central processing unit 20
controls the digital processing unit 31 to return the display of
the liquid crystal panel 7B.

Thus, the digital processing unit 31 transmits the map
image data for search to the liquid crystal panel 7B instead of
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the event search photo image data to display the map image 65
for search instead of the event search photo image 70.

Inthis way, in the case that the event search photo image 70
is displayed on the liquid crystal panel 7B as well, the central
processing unit 20 can return the display of this event search
photo image 70 to the display of the map image 65 for search
by a simple operation.

Subsequently, after returning the display of this event
search photo image 70 to the display of the map image 65 for
search, the central processing unit 20 allows the user to
specify a search key icon indicating a desired event position
for detection of a photo image again.

Further, in the event that, in a state in which the map image
65 for search has been displayed, the user has specified a
portion other than the portion facing a search key icon of the
touch panel 7A by consecutive two tapping operations, in
response to this, the central processing unit 20 controls the
digital processing unit 31 to return the display of the liquid
crystal panel 7B.

At this time, the digital processing unit 31 generates syn-
thesized image data based on the unit image data again
instead of the map image data for search to transmit this to the
liquid crystal panel 7B. Thus, the digital processing unit 31
displays the shooting status presenting image 40 and the icon
presenting image 42(62) on the liquid crystal panel 7B
instead of the map image 65 for search.

In this way, even after displaying the map image 65 for
search on the liquid crystal panel 7B, the central processing
unit 20 can return the display of this map image 65 for search
to the display of the shooting status presenting image 40 and
the icon presenting image 42(62) with an easy operation.

Subsequently, after returning the display of the map image
65 for search to the display of the shooting status presenting
image 40 and the icon presenting image 42(62), the central
processing unit 20 allows the user to perform photo shooting
of'a subject again, and after the camera position is displaced,
allows the user to specify a camera position icon again.

Note that, in the case of the present embodiment, after
returning the display of the map image 65 for search to the
display of the shooting status presenting image 40 and the
icon presenting image 42(62), the central processing unit 20
executes processing executed before the display of the map
image 65 for search again.

Thus, the central processing unit 20 periodically executes
the camera position detection processing again, and also
according to the execution results thereof, executes the icon
generating processing as appropriate to update the camera
position icon to be displayed as the icon presenting images 42
and 62.

On the other hand, in the event that, in a state in which a
face icon has been displayed on the liquid crystal panel 7B as
the icon presenting image 42, the user has specified this face
icon by a tapping operation, the central processing unit 20
reads out the face icon thereof, and the personal identification
information corresponding to this from the RAM 22.

Also, based on the personal identification information read
out from the RAM 22, the central processing unit 20 searches
and reads out all of the file identification information corre-
lated with this personal identification information from the
database DB for search (i.e., recording device 33).

Further, the central processing unit 20 reads out the thumb-
nail data corresponding to the searched file identification
information from the recording device 33. Subsequently,
based on the thumbnail data and face icon, the central pro-
cessing unit 20 generates face search photo image data for
presenting the photo image searched from the face icon speci-
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fied by the user. Also, the central processing unit 20 transmits
the face search photo image data thereof to the digital pro-
cessing unit 31.

Accordingly, in the event that the face search photo image
data has been provided from the central processing unit 20,
the digital processing unit 31 transmits this face search photo
image data to the liquid crystal panel 7B instead of synthe-
sized image data. Thus, based on the face search photo image
data, the digital processing unit 31 displays a face search
photo image 75 such as illustrated in FIG. 18 on the liquid
crystal panel 7B.

With this face search photo image 75, an icon display
region 75A and a thumbnail display region 75B are provided
so that these regions divide the entirety into two in the image-
vertical direction. Further, with the icon display region 75A of
the face search photo image 75, a face icon 76 specified by the
user is disposed.

Also, with the thumbnail display region 75B of the face
search photo image 75, the thumbnails 77 of photo images
(i.e., photo images in which the person of the face indicated
by the face icon 76 is reflected) searched by the face icon 76
specified by the user are disposed in a matrix manner. Further,
with the thumbnail display region 75B, a scroll bar 77 which
slides in the image-vertical direction is provided on the right
edge portion in the image-horizontal direction.

Accordingly, after displaying the face search photo image
75 on the liquid crystal panel 7B, the central processing unit
20 allows the user to view photo images searched by the face
icon 76 specified by the user as the thumbnails 77 via this face
search photo image 75.

Also, in the event that, in a state in which the face search
photo image 75 has been displayed on the liquid crystal panel
7B, the user has slide-operated the scroll bar 72 so as to move
in the image-vertical direction, in response to this, the central
processing unit 20 controls the digital processing unit 31 for
scroll display.

Thus, the central processing unit 20 scrolls the thumbnails
77 in the image-vertical direction within the thumbnail dis-
play region 75B of the face search photo image 75. Accord-
ingly, even in the case that the thumbnails 77 of the photo
images searched by the face icon 76 are not disposed collec-
tively within the thumbnail display region 75B of the face
search photo image 75, the central processing unit 20 allows
the user to view the thumbnails 77 thereof by being switched
and disposed as appropriate.

Further, in the event that, in a state in which the face search
photo image 75 has been displayed on the liquid crystal panel
7B, the user has specified a thumbnail 77 by a tapping opera-
tion, the central processing unit 20 determines the file iden-
tification information corresponding to the specified thumb-
nail 71.

Subsequently, based on the determined file identification
information thereof, the central processing unit 20 reads out
the image file identified from this file identification informa-
tion from the recording device 33. Also, the central process-
ing unit 20 reads out compressed image data from the image
file thereof to transmit this to the digital processing unit 31.

Accordingly, in the event that the compressed image data
has been provided from the central processing unit 20, the
digital processing unit 31 subjects the compressed image data
thereofto decompression decoding processing to generate the
original photo image data. Subsequently, the digital process-
ing unit 31 transmits the photo image data thereofto the liquid
crystal panel 7B instead of the face search photo image data.
Thus, the digital processing unit 31 displays the photo image
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based on the photo image data over the whole screen of the
liquid crystal panel 7B instead of the face search photo image
75.

In this way, in the event that the user has specified a thumb-
nail 77 on the face search photo image 75, the central pro-
cessing unit 20 separately displays the photo image serving as
the origin of the specified thumbnail 77 on the liquid crystal
panel 7B to allow the user to view this.

Incidentally, in the event that, in a state in which a photo
image has been displayed on the liquid crystal panel 7B, the
user has specified any position of the touch panel 7A by
consecutive two tapping operations in the same way as
described above, in response to this, the central processing
unit 20 controls the digital processing unit 31 to return the
display of the liquid crystal panel 7B.

Thus, the digital processing unit 31 transmits the face
search photo image data to the liquid crystal panel 7B instead
of the photo image data, and displays the face search photo
image 75 again instead of the photo image.

In this way, even though a photo image is displayed on the
liquid crystal panel 7B, the central processing unit 20 returns
the display of this photo image to the display of the face
search photo image 75 by a simple operation. Subsequently,
after returning the display of the photo image to the display of
the face search photo image 75, the central processing unit 20
allows the user to specify a thumbnail 77 again for display of
a desired photo image.

Also, in the event that, in a state in which the face search
photo image 75 has been displayed on the liquid crystal panel
7B, the user has specified the face icon 76 by a tapping
operation, in response to this, the central processing unit 20
controls the digital processing unit 31 to return the display of
the liquid crystal panel 7B.

Thus, the digital processing unit 31 generates synthesized
image data based on the unit image data instead of the face
search photo image data again to transmit this to the liquid
crystal panel 7B. Thus, the digital processing unit 31 displays
the shooting status presenting image 40 and the icon present-
ing image 42 on the liquid crystal panel 7B instead of the face
search photo image 75 again.

In this way, even though the face search photo image 75 is
displayed on the liquid crystal panel 7B, the central process-
ing unit 20 can return the display of this face search photo
image 75 to the display of the shooting status presenting
image 40 and the icon presenting image 42 by a simple
operation.

Subsequently, after returning the display of this face search
photo image 75 to the display of the shooting status present-
ing image 40 and the icon presenting image 42, the central
processing unit 20 allows the user to perform photo shooting
of a subject, and to specify a face icon again.

In addition to this, such as illustrated in FIG. 19, in the
event that, in a state in which the face icons 44 and 45 have
been displayed on the liquid crystal panel 7B, the user has
performed a sliding operation to the left side of the image with
the face icon 44 as the origin, the central processing unit 20
recognizes that search of a person has been requested.

At this time, the central processing unit 20 reads out, from
the RAM 22, the personal identification information corre-
sponding to the face icon 44 specified as the origin of the
sliding operation by the user (hereafter, also particularly
referred to as “reference personal identification informa-
tion”™).

Also, the central processing unit 20 determines whether or
not the reference personal identification information has been
correlated with the intimacy correlated information within
the database DB for search. As a result thereof, in the event
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that the reference personal identification information has
been correlated with the intimacy correlated information, the
central processing unit 20 reads out the personal identifica-
tion information of a single person or multiple persons deter-
mined by this intimacy correlated information from the data-
base DB for search (i.e., recording device 33). Also, the
central processing unit 20 also reads out the face icon corre-
lated with the personal identification information thereof
from the database DB for search.

Specifically, the central processing unit 20 searches a
single person or multiple persons having a high intimacy
degree with the person indicated by the face icon 44 specified
as the origin of the sliding operation by the user. Subse-
quently, the central processing unit 20 reads out the personal
identification information whereby the searched person(s)
can be identified, and the face icon indicating the face of this
searched person from the database DB for search (i.e., record-
ing device 33).

Incidentally, with the following description, the person
indicated by the face icon specified as the origin of the sliding
operation by the user will also be referred to as “reference
person”, and a person having intimacy with the reference
person thereof, which has been searched based on this refer-
ence person, will also be referred to as “search person”.

Incidentally, such as described above, the intimacy degree
of persons has been detected based on the photo image gen-
erated by the persons photographically being taken together.
Accordingly, after detecting a search person, based on the
shot date information and the shot position information cor-
responding to the reference person and the search person, the
central processing unit 20 detects a shot date and a shot
position of the reference person and the search person pho-
tographically being taken together.

Also, for example, based on the detected shot date thereof,
the central processing unit 20 detects, of the shot positions
detected in the same way, a shot position where photo shoot-
ing has been performed on the latest shot date. Further, after
detecting the shot position, the central processing unit 20
reads out a portion equivalent to a predetermined circular area
with this shot position as the center within the map image data
from the recording device 33 as partial map image data.

Further, the central processing unit 20 synthesizes the par-
tial map image data with the image of a predetermined mark
indicating the shot position thereof, and then subjects this to,
for example, reduction processing for thinning pixels.

Thus, based on the partial map image data thereof, the
central processing unit 20 indicates the shot position thereof
on the map to generate a shot position icon that is available as
a search key for photo image search. In this way, the central
processing unit 20 generates a single or multiple shot position
icons indicating a shot position where the reference person
and a single or multiple search persons were photographically
taken together.

Also, after detecting multiple (two or more) search per-
sons, based on the intimacy correlated information correlated
with the personal identification information of the multiple
search persons, the central processing unit 20 detects whether
or not there are intimate persons of the multiple search per-
sons from the database DB for search.

Further, in the event that there are intimate search persons,
in this case as well, based on the shot date when the search
persons thereof were photographically taken together in the
same way as described above, the central processing unit 20
detects, of the shot positions photographically taken together,
the shot position photographically taken on the latest shot
date.
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Moreover, upon detecting the shot position, in the same
way as described above, the central processing unit 20 indi-
cates the shot position thereof on the map to generate a shot
position icon that is available as a search key for photo image
search. In this way, the central processing unit 20 also gener-
ates a single or multiple shot position icons indicating a shot
position where the search persons were photographically
taken together.

Subsequently, the central processing unit 20 records the
personal identification information and the face icon thereof
in the RAM 22 in a correlated manner. Also, the central
processing unit 20 also records the shot position icon, and the
shot position information indicating the shot position
detected for generation of this shot position icon in the RAM
22 in a correlated manner.

Further, based on the multiple face icons indicating the
faces of the reference person and the search person, the shot
position icon, and information indicating the relationship
between the reference person and the search person (intimate
persons), the central processing unit 20 generates person pre-
senting image data for presenting a search person having
intimacy with the reference person. Subsequently, the central
processing unit 20 transmits the person presenting image data
thereof to the digital processing unit 31.

In the event that the person presenting image data has been
provided from the central processing unit 20, each time unit
image data is generated, the digital processing unit 31 syn-
thesizes this unit image data with the person presenting image
data to generate synthesized image data.

Subsequently, the digital processing unit 31 sequentially
transmits the synthesized image data to the liquid crystal
panel 7B. Thus, such as illustrated in FIG. 20, the digital
processing unit 31 displays the shooting status presenting
image 40, and also displays a person presenting image 80
above this shooting status presenting image 40.

This person presenting image 80 includes an icon layout
image 81 covering the whole of the shooting status presenting
image 40. Also, a face icon 44 indicating the face of the
reference person, and face icons 82 through 84 indicating the
faces of search persons are mutually and separately disposed
above the icon layout image 81. Also, above the icon layout
image 81, shot position icons 85 through 87 are mutually
separated, and also separately disposed from each of the face
icons 44, and 82 through 84.

Further, above the icon layout image 81, a connecting line
image 88 for connecting the face icons 44, and 82 through 84
of intimate persons (a reference person and a search person,
search persons) is also disposed. Moreover, above the icon
layout image 81, a connecting line image 89 for connecting
the face icons 44, and 82 through 84 of persons photographi-
cally taken together (a reference person and a search person,
search persons), and shot position icons 85 through 87 indi-
cating the shot positions of the photo shooting thereof is also
disposed.

In this case, the icon layout image 81 is generated so that
the whole of the shooting status presenting image 40 serving
as a background can be seen though, for example, such as a
fine mesh pattern or polka-dot pattern drawn in a solid color
such as gray.

Accordingly, while allowing the user to view the whole of
the shooting status presenting image 40 to some extent by the
iconlayout image 81, the central processing unit 20 allows the
user to view the face icons 44, and 82 through 84, and the shot
position icons 85 through 87, and so forth so as to be clearly
distinguished from the shooting status presenting image 40.

Also, the connecting line image 88 for connecting the face
icons 44, and 82 through 84 has been generated so that the line
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type and color and the like thereof differ from those of the
connecting line image 89 for connecting the face icons 44,
and 82 through 84, and the shot position icons 85 through 87.

Accordingly, the central processing unit 20 is configured so
as to allow the user to accurately recognize intimate persons,
and persons photographically taken together by the connect-
ing line images 88 and 89 in a clearly distinguished manner.

In this way, the central processing unit 20 can notify the
user of the person (reference person) specified as the face icon
44 by the user, and an intimate person (search person) using
the faces (face icons) of these persons by displaying the
person presenting image 80 on the liquid crystal panel 7B.

Also, the central processing unit 20 can notify the user of
both of persons (a reference person and a search person)
photographically taken together, and the shot position of the
photo shooting thereof (shot position icon) using the person
presenting image 80 thereof.

In the case that the person presenting image 80 has been
displayed on the liquid crystal panel 7B, the central process-
ing unit 20 allows the user to specify the face icons 44, and 82
through 84 within the person presenting image 80, and the
shot position icons 85 through 87 as a search key for photo
image search by a tapping operation.

Also, such as illustrated in FIG. 21, in the event that, in a
state in which the person presenting image 80 has been dis-
played on the liquid crystal panel 7B, the user has performed
a sliding operation with the face icon 84 indicating the face of
a search person as the origin, the central processing unit 20
recognizes that search of a person has been requested again.

At this time, the central processing unit 20 reads out the
personal identification information corresponding to the face
icon 84 specified by the user as the origin of a sliding opera-
tion from the RAM 22. Also, the central processing unit 20
also reads out the reference personal identification informa-
tion, and the personal identification information of other
search persons from the RAM 22.

Incidentally, with the following description, the personal
identification information corresponding to the face icon 84
specified by the user as the origin of a sliding operation will
also be referred to particularly as specified personal identifi-
cation information, and the search person of the face indi-
cated by the specified face icon 84 will also be referred to
particularly as a specified person. Also, with the following
description, search person other than a specified person will
also be referred to as other search persons, and the personal
identification information of the other search persons will
also be referred to particularly as other personal identification
information.

Subsequently, the central processing unit 20 determines
whether or not the specified personal identification informa-
tion is correlated in the database DB for search with intimacy
correlated information indicating other than the reference
personal identification information and other personal iden-
tification information.

In the event that the specified personal identification infor-
mation is correlated with intimacy correlated information
indicating other than the reference personal identification
information and other personal identification information, the
central processing unit 20 reads out the personal identifica-
tion information of a new search person determined by inti-
macy correlated information excluding the reference person
and other search persons from the database DB for search.
Also, the central processing unit 20 also reads out the face
icon correlated with the personal identification information of
the new search person thereof from the database DB for
search.
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That is to say, the central processing unit 20 further
searches the specified person indicated by the face icon 84
specified by the user as the origin of a sliding operation, and
a single person or multiple persons having a high intimacy
degree with the specified person.

Also, with the database DB for search, the central process-
ing unit 20 generates a shot position icon in the same way as
described above based on the reference person, and the shot
date information and shot position information correspond-
ing to all of the search persons (including a specified person
and other search persons) searched up to this point of time.

Further, with the database DB for search, the central pro-
cessing unit 20 also detects whether or not there are intimate
persons of all the search persons (including a specified person
and other search persons) searched up to this point of time.

Moreover, in the event that there are intimate persons of all
the search persons (including a specified person and other
search persons) searched up to this point of time, the central
processing unit 20 also generates a shot position icon.

Subsequently, the central processing unit 20 records the
personal identification information and face icon of the new
search personin the RAM 22 in a correlated manner. Also, the
central processing unit 20 also additionally records the new
generated shot position icon, and the shot position informa-
tion indicating the shot position detected for generation of
this shot position icon in the RAM 22 in a correlated manner.

Moreover, the central processing unit 20 generates person
presenting image data again so as to add the face icon of the
new search person, the new generated shot position icon, and
the relationship of a reference person and a search person
(including a specified person and other search persons). Sub-
sequently, the central processing unit 20 transmits the person
presenting image data of which the content has thus been
updated to the digital processing unit 31.

In the event that the person presenting image data of which
the content has been updated has been provided from the
central processing unit 20, each time unit image data is gen-
erated, the digital processing unit 31 synthesizes this unit
image data with the updated person presenting image data
instead of the person presenting image data before updating
to generate synthesized image data.

Subsequently, the digital processing unit 31 sequentially
transmits the synthesized image data to the liquid crystal
panel 7B. Thus, such as illustrated in FIG. 22 in which the
same reference numeral is appended to a portion correspond-
ing to that in FIG. 20, the digital processing unit 31 displays
the shooting status presenting image 40, and also displays a
person presenting image 90 above this shooting status pre-
senting image 40. This person presenting image 90 has basi-
cally the same configuration as the above person presenting
image 80, to which new face icons 91 and 92, and a shot
position icon 93 are added.

Thus, in the event that a search person has been specified on
the person presenting image 80 displayed on the liquid crystal
panel 7B, and search of a person has been requested, in
response to this, based on the specified search person, the
central processing unit 20 can further search and present a
person.

Subsequently, in the case that the person presenting image
90 is displayed on the liquid crystal panel 7B, the central
processing unit 20 allows the user to specify new faces icons
91 and 92, and a new shot position icon 93 within this person
presenting image 90 by a tapping operation as a search key for
photo image search.

Actually, in the event that, in a state in which the person
presenting images 80(90) has been displayed on the liquid
crystal panel 7B, the user has specified the face icon 44(82
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through 84, 91, 92) by a tapping operation, in the same way as
described above, the central processing unit 20 generates a
face search photo image to display this on the liquid crystal
panel 7B.

Also, after displaying the face search photo image on the
liquid crystal panel 7B, the central processing unit 20 can
switch the display to a photo image according to a tapping
operation in the same way as described above, and also can
return to the display of the face search photo image from the
photo image.

Further, after displaying the face search photo image on the
liquid crystal panel 7B, in the same way as described above,
in the event that the user has specified a face icon by a tapping
operation, the central processing unit 20 displays the shooting
status presenting image 40 and also the person presenting
image 80(90) on the liquid crystal panel 7B again instead of
the face search photo image.

In this way, the central processing unit 20 allows the user to
specify a reference person as the face icon 44 to view the
photo image of this specified reference person. Also, the
central processing unit 20 also allows the user to specity a
search person searched based on the reference person as the
face icon 82(through 84, 91, 92) to allow the user to view the
photo image of the specified search person as appropriate.

On the other hand, in the event that the user has specified
the shot position icon 85(86, 87, 93) within the person pre-
senting image 80(90) by a tapping operation, the central
processing unit 20 reads the shot position information corre-
sponding to this specified shot position icon 85(86, 87, 93)
from the RAM 22.

At this time, the central processing unit 20 sets the same
search area as the above search area with the shot position
indicated by the shot position information thereof as the cen-
ter. Also, the central processing unit 20 searches, in the same
way as described above, the shot position information indi-
cating a shot position within the search area thereof as search
shot position information, and also classifies this searched
search shot position information by events. Further, the cen-
tral processing unit 20 detects the event position for each
event classified from the search shot position information.

Moreover, the central processing unit 20 reads out a portion
equivalent to the search area within the map image data as
area map image data from the recording device 33. Subse-
quently, the central processing unit 20 generates, in the same
way as described above, map image data for search so as to
synthesize the area map image data thereof with an event
position icon, and transmits the generated map image data for
search to the digital processing unit 31.

Thus, the central processing unit 20 displays the map
image for search having the same configuration as the map
image 65 for search described above regarding FIG. 16 on the
liquid crystal panel 7B via the digital processing unit 31.
Incidentally, at this time, the central processing unit 20
records the event identification information indicating an
event classified from the search shot position information, the
event position information indicating the event position of
this event, and a search key icon in the RAM 22 in a correlated
manner.

After displaying the map image for search on the liquid
crystal panel 7B, the central processing unit 20 can switch, in
the same way as described above, the display to the event
search photo image according to a tapping operation, or can
return the display from the event search photo image to the
map image for search.

Also, after displaying the event search photo image on the
liquid crystal panel 7B, the central processing unit 20 can
switch, in the same way as described above, the display to the
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photo image according to a tapping operation, or can return
the display from the photo image to the event search photo
image.

Further, even after displaying the event search photo image
on the liquid crystal panel 7B, in the same way as described
above, inthe event that the user has specified a search key icon
by a tapping operation, the central processing unit 20 displays
the shoot status presenting image 40 and the person present-
ing image 80(90) again instead of the event search photo
image.

In this way, the central processing unit 20 allows the user to
specify a shot position as a search key icon as appropriate, and
allows the user to view a photo image of a reference person
and a search person, or search persons photographically taken
together at the specified shot position.

Also, the central processing unit 20 allows the user to view
not only a photo image of a reference person and a search
person, or search persons photographically taken together but
also other photo images photographically taken and gener-
ated at the event where the photo shooting thereof has been
performed, as appropriate.

Incidentally, in the event that, in a state in which the person
presenting image 80(90) has been displayed, the user has
continuously performed a tapping operation twice regarding
a portion other than a portion facing a search key icon of the
touch panel 7A, the central processing unit 20 controls the
digital processing unit 31 to return the display of the liquid
crystal panel 7B.

Under the control of the central processing unit 20, each
time unit image data is generated, the digital processing unit
31 synthesizes this unit image data with the icon presenting
image data instead of the person presenting image data to
generate synthesized image data, and transmits this to the
liquid crystal panel 7B. Thus, the digital processing unit 31
displays the shooting status presenting image 40 and the icon
presenting image 42(62) on the liquid crystal panel 7B
instead of the shooting status presenting image 40 and the
person presenting image 80(90).

In this way, even after displaying the shooting status pre-
senting image 40 and the person presenting image 80(90) on
the liquid crystal panel 7B, the central processing unit 20
allows the user to return the display thereof to the display of
the shooting status presenting image 40 and the icon present-
ing image 42(62) by a simple operation.

Incidentally, as a result of determining whether or not the
reference personal identification information is correlated
with the intimacy correlated information such as described
above, in the event that the reference personal identification
information is not correlated with the intimacy correlated
information, the central processing unit 20 does not generate
the person presenting image 80.

Also, even after generating the person presenting image 80,
in the event that the specified personal identification informa-
tion is not correlated with the intimacy correlated information
indicating other than the reference personal identification
information and the other personal identification information,
the central processing unit 20 does not update the content of
this person presenting image 80.

Note that, in the case of the present embodiment, after
returning the display of the shooting status presenting image
40 and the person presenting image 80(90) to the display of
the shooting status presenting image 40 and the icon present-
ing image 42(62), the central processing unit 20 executes the
icon generating processing, icon detection processing, and
the like again.

Further, in the event that, in a state in which the shooting
status presenting image 40 has been displayed on the liquid
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crystal panel 7B along with the icon presenting image 42(62)
or the like, the user has performed a sliding operation with the
search utilization face as the origin, at this time as well, the
central processing unit 20 recognizes that search of a person
has been requested.

At this time, the central processing unit 20 reads out the
personal identification information corresponding to the
search utilization face specified by the user as the origin of a
sliding operation from the RAM 22 as reference personal
identification information. Subsequently, the central process-
ing unit 20 searches, with the person of the search utilization
face thereof as a reference person, based on the reference
personal identification information in the same way as
described above, a single person and multiple persons having
a high intimacy degree with this reference person.

Also, the central processing unit 20 generates a shot posi-
tion icon by detecting a shot position where a reference per-
son and a search person have photographically taken together,
or a shot position where search persons have photographi-
cally taken together.

Subsequently, based on multiple face icons indicating the
faces of a reference person and a search person, the shot
position icon, and information indicating the relationship
between a reference person and a search person (intimate
persons), the central processing unit 20 generates person pre-
senting image data having the same configuration as
described above to transmit this to the digital processing unit
31.

Thus, the central processing unit 20 displays, in the same
way as described above regarding FIG. 20, the shooting status
presenting image 40 on the liquid crystal panel 7B, and also
displays the person presenting image above this shooting
status presenting image 40.

Subsequently, after displaying the person presenting image
on the liquid crystal panel 7B, the central processing unit 20
updates, in the same way as described above as appropriate,
the person presenting image thereof, and switches the display
to the face search photo image, map image for search, or
photo image.

Note that, in the case of the present embodiment, after
returning the display of the shooting status presenting image
40 and the person presenting image to the display of the
shooting status presenting image 40 and the icon presenting
image 42(62), the central processing unit 20 executes the icon
generating processing, icon detection processing, and so
forth.

1-6. Image-Related Information Registration Processing Pro-
cedures

Next, description will be made regarding an image-related
information registration processing procedures RT1 that the
central processing unit 20 executes in accordance with an
image-related information registration program each time
photo shooting of a subject is performed, with reference to
FIGS. 23 and 24.

After recording an image file generated according to photo
shooting of a subject in the recording device 33, the central
processing unit 20 starts the image-related information reg-
istration processing procedures RT1 illustrated in FIGS. 23
and 24 in accordance with the image-related information
registration program stored beforehand in the ROM 21.

After starting the image-related information registration
processing procedures RT1, in step SP1 the central process-
ing unit 20 determines whether or not a person’s face has been
detected within the photo image based on photo image data
generated by photographically taking a subject at this time.

Upon obtaining a positive result in step SP1, this means
that a single person or multiple persons have photographi-
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cally been taken as a subject this time, and photo image data
and face detection information have been provided from the
digital processing unit 31. Upon obtaining such a positive
result in step SP1, the central processing unit 20 proceeds to
the next step SP2.

In step SP2, the central processing unit 20 determines and
analyzes a face portion within the photo image based on the
face detection information, thereby detecting the features of
the face thereof as registered face features for registration to
the database DB for search, and proceeds to the next step SP3.

In step SP3, the central processing unit 20 determines
whether or not the registered face features detected at this
time have been registered in the database DB for search. Upon
obtaining a positive result in this step SP3, this means that the
person of a face having the registered face features detected at
this time has photographically been taken for the first time at
the digital still camera 1, and accordingly, the registered face
features have not been registered in the database DB for
search yet. Upon obtaining such a positive result in step SP3,
the central processing unit 20 proceeds to the next step SP4.

In step SP4, the central processing unit 20 generates per-
sonal identification information of the person of the face
having the registered face features detected at this time, and
proceeds to the next step SP5. In step SP5, the central pro-
cessing unit 20 crops out the face portion of the person thereof
from the photo image as a face image, generates a face icon
based on this face image, and proceeds to the next step SP6.

Subsequently, in step SP6, the central processing unit 20
registers the personal identification information in the data-
base DB for search, and proceeds to the next step SP7. Also,
in step SP7, the central processing unit 20 registers the reg-
istered face feature information, face icon, file identification
information, shot date information, and shot position infor-
mation in the database DB for search in a manner correlated
with the personal identification information, and proceeds to
the next step SP8.

In step SP8, the central processing unit 20 determines
whether or not the registered face features of all the faces
detected within the photo image have been detected. As a
result thereof, at this time the registered face features of all the
faces detected within the photo image have not been detected
yet, and accordingly, upon obtaining a negative result, the
central processing unit 20 returns to step SP2.

Also, upon obtaining a negative result in the above step
SP3, this means that the person of a face having the registered
face features detected at this time has photographically been
taken at the digital still camera 1, and accordingly, the regis-
tered face features have already been registered in the data-
base DB for search. Upon obtaining such a negative result in
step SP3, the central processing unit 20 proceeds to step SP9.

In step SP9, the central processing unit 20 determines the
personal identification information in the database DB for
search, corresponding to the registered face features detected
at this time, and proceeds to the next step SP10.

In step SP10, the central processing unit 20 registers the file
identification information, shot date information, and shot
position information in the database DB for search in a man-
ner correlated with the determined personal identification
information, and proceeds to step SP8.

In the event that the number of faces detected within the
photo image is one, the central processing unit 20 executes
one of the processing in steps SP2 through SP8, and process-
ing in steps SP2, SP3, SP9, SP10, and SP8.

Also, in the event that the number of faces detected within
the photo image is greater than one, the central processing
unit 20 repeatedly executes the processing in steps SP2
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through SP8, and the processing in steps SP2, SP3, SP9,
SP10, and SP8 by the number of faces worth as appropriate.

In this way, the central processing unit 20 registers the
personal identification information, registered face feature
information, face icon, file identification information, shot
date information, and shot position information, or file iden-
tification information, shot date information, and shot posi-
tion information in the database DB for search for each face
detected within the photo image.

In step SP8, the central processing unit 20 has detected the
registered face features of all the faces detected within the
photo image, and accordingly, registration of the file identi-
fication information, shot date information, and shot position
information, and so forth has been completed, and accord-
ingly, upon obtaining a positive result, the central processing
unit 20 proceeds to step SP11.

In step SP11, the central processing unit 20 determines
whether or not the number of faces detected within the photo
image is greater than one. Upon obtaining a positive result in
step SP11, this means that multiple persons have photo-
graphically been taken together this time. Upon obtaining
such a positive result in step SP11, the central processing unit
20 proceeds to the next step SP12.

In step SP12, the central processing unit 20 detects the
intimacy degree of persons photographically taken together
this time based on the face detection information and the
analysis results of face portions relating to multiple persons
detected within the photo image, and proceeds to step SP13.

In step SP13, the central processing unit 20 determines
whether or not there are persons having a high intimacy
degree of multiple persons photographically taken together
this time. Upon obtaining a positive result in step SP13, this
means that intimate persons have photographically been
taken together. Upon obtaining a positive result in step SP13,
the central processing unit 20 proceeds to the next step SP14.

In step SP14, the central processing unit 20 registers the
intimacy correlated information for mutually correlating per-
sons having a high intimacy degree in the database DB for
search in a manner correlated with the personal identification
information of these persons having a high intimacy degree,
and proceeds to the next step SP15.

Incidentally, upon obtaining a negative result in the above
step SP1, this means that scenery, a building, an animal, or the
like other than persons has photographically been taken as a
subject this time. Upon obtaining such a negative result in
step SP1, the central processing unit 20 proceeds to step
SP16.

Subsequently, in step SP16, the central processing unit 20
registers the file identification information, shot date infor-
mation, and shot position information in the database DB for
search in a mutually correlated manner, and proceeds to step
SP15.

In step SP15, the central processing unit 20 determines an
event where photo shooting has been performed this time,
based on the shot dates and shot positions of the last and this
photo shootings, and proceeds to the next step SP17.

In step SP17, the central processing unit 20 registers the
event identification information of the determined event in the
database DB for search in a manner correlated with the file
identification information, shot date information, and shot
position information registered this time. Subsequently, upon
completing the registration thereof, the central processing
unit 20 proceeds to the next step SP18, and ends the image-
related information registration processing procedures RT1.
1-7. Search Key Presenting Processing Procedures

Next, description will be made regarding search key pre-
senting processing procedures RT2 that the central process-
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ing unit 20 executes, for example, in accordance with a search
key presenting program that is a part of an image search
program in the shooting mode, with reference to FIGS. 25 and
26.

After proceeding to the shooting mode in a state in which a
search key presenting processing function is set so as to be
realized, the central processing unit 20 starts the search key
presenting processing procedures RT2 illustrated in FIGS. 25
and 26 in accordance with the search key presenting program
stored beforehand in the ROM 21.

Upon starting the search key presenting processing proce-
dures RT2, in step SP21 the central processing unit 20 deter-
mines, based on the setting content for presenting a search
key, the type of the search key to be presented to the user, and
proceeds to the next step SP22.

In step SP22, the central processing unit 20 displays one of
the above two types of icon layout images 41 and 61 in a
manner overlaid on the shooting status presenting image 40
displayed on the liquid crystal panel 7B according to the
determined type of the search key.

Subsequently, in the event that both of the camera position
icon and the face icon have been set so as to be presented as a
search key, the central processing unit 20 executes processing
beginning from step SP23 for presenting the camera position
icon, and processing beginning from step SP31 for presenting
the face icon.

Also, in the event that only the camera position icon has
been set so as to be presented as a search key, the central
processing unit 20 executes processing beginning from step
SP23 for presenting the camera position icon. Further, in the
event that only the face icon has been set so as to be presented
as a search key, the central processing unit 20 executes pro-
cessing beginning from step SP31 for presenting the face
icon.

In the case of presenting the camera position icon, in step
SP23 the central processing unit 20 uses the GPS to consecu-
tively detect the camera position multiple times, and proceeds
to the next step SP24.

In step SP24, the central processing unit 20 determines
whether or not the camera position has accurately been
detected. Upon obtaining a positive result in step SP24, this
means that the camera positions consecutively detected mul-
tiple times have a little irregularities, and accordingly, the
camera positions have accurately been detected.

Upon obtaining such a positive result in step SP24, the
central processing unit 20 takes the intermediate position of
the camera positions consecutively detected multiple times as
the current camera position of the digital still camera 1, and
proceeds to the next step SP25.

In step SP25, the central processing unit 20 determines
whether or not the current camera position is used for search
of a shot position. Upon obtaining a positive result in step
SP25, this means that the current camera position has been
detected for search of a shot position in this shooting mode for
the first time.

Also, such a positive result represents that, the camera
position last determined for detection of a shot position is
relatively far away from the current camera position, and the
camera position last determined has to be changed to the
current camera position to reflect the current camera position
into search of a shot position. Accordingly, upon obtaining
such a positive result in step SP25, the central processing unit
20 proceeds to the next step SP26.

In step SP26, the central processing unit 20 determines
whether or not a shot position within the seeking area with the
current camera position as the center has already been regis-
tered in the database DB for search.
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Upon obtaining a positive result in step SP26, this means
that a shot position within the seeking area with the current
camera position as the center can be searched out of the shot
positions registered in the database DB for search.

Accordingly, upon obtaining such a positive result in step
SP26, the central processing unit 20 sets the seeking area
thereof to a search area whereby a shot position and a photo
image can be searched, and proceeds to the next step SP27.

In step SP27, the central processing unit 20 crops out a
predetermined portion with the current camera position as the
center from the area map image equivalent to the search area
as a partial map image, generates a camera position icon
based on this partial map image, and proceeds to the next step
SP28.

In step SP28, the central processing unit 20 determines
whether or not the camera position icon generated at this time
is a camera position icon to be first disposed above the icon
layout image 42(62).

Upon obtaining a positive result, in step SP28 this means
that the camera position icon generated at this time has first
been generated in this shooting mode. Upon obtaining such a
positive result in step SP28, the central processing unit 20
proceeds to the next step SP29. In step SP29, the central
processing unit 20 disposes the camera position icon above
the icon layout image 42(62) displayed along with the shoot-
ing status presenting image 40, and returns to step SP23.

Also, upon obtaining a negative result in step SP28, this
means that in a state the camera position icon has already been
generated and displayed, a camera position icon has further
been generated at this time. Upon obtaining such a negative
result in step SP28, the central processing unit 20 proceeds to
step SP30.

In step SP30, the central processing unit 20 updates the
camera position icon already disposed above the icon layout
image 42(62) displayed along with the shooting status pre-
senting image 40 to the camera position icon generated at this
time, and returns to step SP23.

Incidentally, upon obtaining a negative result in the above
step SP24, this means that the irregularities of the camera
positions consecutively detected multiple times are great, and
accordingly, detection accuracy of the camera positions dete-
riorates. Upon obtaining such a negative result in step SP24,
the central processing unit 20 discards the camera positions
consecutively detected multiple times, and returns to step
SpP23.

Also, upon obtaining a negative result in the above step
SP25, this means that the current camera position is not far
away from the last determined camera position as such, and
accordingly, generally the same search result as the current
camera position is obtained even by employing the last deter-
mined camera position. Accordingly, upon obtaining such a
negative result in step SP25, the central processing unit 20
cancels employment of the current camera position detected
at this time, and returns to step SP23.

Further, upon obtaining a negative result in the above step
SP26, this means that a shot position within the seeking area
with the current camera position as the center has not been
registered in the shot positions registered in the database DB
for search. Accordingly, upon obtaining such a negative result
in step SP26, the central processing unit 20 cancels employ-
ment of the current camera position detected at this time, and
returns to step SP23.

In this way, the central processing unit 20 repeatedly
executes the processing in steps SP23 through SP30 during
the shooting mode, and updates the camera position icon
above the icon layout image 42(62) as appropriate while
periodically detecting the camera position. At the time of end
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of'the shooting mode, the central processing unit 20 also ends
the processing in steps SP23 through SP30.

In the case of presenting a face icon, in step SP31 the
central processing unit 20 awaits that the face of a person
reflected in a unit image is detected by the digital processing
unit 31. Subsequently, in the event that a single face or mul-
tiple faces within the unit image have been detected, and the
unit image data and face detection information have been
provided from the digital processing unit 31, the central pro-
cessing unit 20 proceeds to the next step SP32.

In step SP32, the central processing unit 20 detects the
features of a single face or multiple faces by determining and
analyzing a single face portion or multiple face portions
within the unit image based on the face detection information,
and proceeds to the next step SP33.

In step SP33, the central processing unit 20 determines
whether or not the face features detected at this time include
face features matched with the face features for search
already set so as to be used for search of a photo image.

Upon obtaining a positive result in step SP33, this means
that the face of the face features for search already set so as to
be used for search of a photo image has subsequently and
photographically been taken after the setting thereof, or has
been taken some other time, and has been reflected in the unit
image. Upon obtaining such a positive result in step SP33, the
central processing unit 20 proceeds to the next step SP34.

In step SP34, the central processing unit 20 changes, with
the shooting status presenting image 40, the color of the frame
image 46 surrounding the face of the face features for search
so as to differ from the original color, and proceeds to step
SP3s.

Incidentally, upon obtaining a negative result in step SP33,
this means that a person different from the person of the face
of the face features for search has photographically been
taken at this time. Upon obtaining such a negative result in
step SP33, the central processing unit 20 proceeds to step
SP35 without executing the processing in step SP34.

In step SP35, the central processing unit 20 determines
whether or not the same features have consecutively been
detected for a given length of time. Upon obtaining a positive
result in step SP35, this means that the face of the same person
has consecutively and photographically been taken for a
given length of time. Upon obtaining such a positive result in
step SP35, the central processing unit 20 proceeds to the next
step SP36.

In step SP36, the central processing unit 20 determines
whether or not the features consecutively detected for a given
length of time have already been registered in the database
DB for search as the registered face features. Upon obtaining
a positive result in step SP36, this means that the features
consecutively detected for a given length of time are the face
features of a person who has already photographically been
taken, and are available for search of a photo image. Upon
obtaining such a positive result in step SP36, the central
processing unit 20 proceeds to the next step SP37.

In step SP37, the central processing unit 20 determines
whether or not a face icon indicating the face of the features
consecutively detected for a given length of time has been
disposed above the icon layout image 42. Upon obtaining a
positive result in step SP37, this means that the features
consecutively detected for a given length of time have not
been set to the face features for search yet in this shooting
mode, and accordingly, the face icon indicating the face ofthe
features thereof has not been displayed yet.

Upon obtaining such a positive result in step SP37, the
central processing unit 20 sets the features consecutively
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detected for a given length of time to the face features for
search whereby a photo image can be searched, and proceeds
to the next step SP38.

In step SP38, the central processing unit 20 reads out a face
icon indicating the face of the face features for search set so as
to be used for search of a photo image at this time from the
database DB for search, and proceeds to the next step SP39.

In step SP39, the central processing unit 20 disposes the
face icon indicating the face of the face features for search set
s0 as to be used for search of a photo image at this time above
the icon layout image 42 displayed along with the shooting
status presenting image 40, and returns to step SP31.

Also, upon obtaining a negative result in step SP37, this
means that the face features for search have consecutively
been detected for a given length of time again, and accord-
ingly, the face icon corresponding to the face features for
search thereof has also already been disposed above the icon
layout image 42. Upon obtaining such a negative result in step
SP37, the central processing unit 20 proceeds to step SP40.

In step SP40, the central processing unit 20 determines
whether or not the face icons already disposed above the icon
layout image 42 displayed along with the shooting status
presenting image 40 are rearranged.

Upon obtaining a positive result in step SP40, this means
that the alignment sequence of the face icon corresponding to
the face features for search consecutively detected for a given
length of time has already moved down from the top accord-
ing to additional placement of another face icon above the
icon layout image 42.

In other words, this positive result represents that even
though the user has viewed a face consecutively reflected in
the shooting status presenting image 40 to conceive of search
of'a photo image, the face icon indicating the face thereofhas
not been displayed by moving down of the alignment
sequence, and accordingly, the user has not been able to
specify this face icon. Accordingly, upon obtaining such a
positive result in step SP40, the central processing unit 20
proceeds to the next step SP41.

Subsequently, in step SP41, the central processing unit 20
changes the alignment sequence of the face icons above the
icon layout image 42 so as to dispose the face icon corre-
sponding to the face features for search consecutively
detected for a given length of time at the top again, and returns
to step SP31.

Incidentally, upon obtaining a negative result in step SP40,
this means that after the face icon corresponding to the face
features for search consecutively detected for a given length
of time has been disposed at the top above the icon layout
image 42 again, another face icon has not additionally been
disposed. Accordingly, upon obtaining such a negative result
in step SP40, the central processing unit 20 returns to step
SP31 without changing the alignment sequence of the face
icons.

Also, upon obtaining a negative result in the above step
SP35, this means that the face of a person has temporarily and
photographically been taken, and accordingly, the features of
the face thereof has not consecutively been detected for a
given length of time. Accordingly, upon obtaining such a
negative result in step SP35, the central processing unit 20
returns to step SP31.

Further, upon obtaining a negative result in the above step
SP36, this means that the features consecutively detected for
agiven length oftime are the face features of a person who has
not photographically been taken at the digital still camera 1
yet, and are not available for search of a photo image. Upon
obtaining such a negative result in step SP36, the central
processing unit 20 returns to step SP31.
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In this way, during the shooting mode the central process-
ing unit 20 repeatedly executes the processing in steps SP31
through SP41, and according to the shooting situation of a
person, sets the face features of this person to the face features
for search, and also displays a face icon indicating the face
thereof. Also, at the time of end of the shooting mode, the
central processing unit 20 also ends the processing in steps
SP31 through SP41.

1-8. Image Search Processing Procedures

Next, description will be made regarding image search
processing procedures RT3 that the central processing unit 20
executes in accordance with the image search program in the
shooting mode with reference to FIGS. 27 through 34.

After proceeding to the shooting mode in a state in which
the search key presenting processing function has been set so
as to be realized, the central processing unit 20 starts the
image search processing procedures RT3 illustrated in FIGS.
27 through 34 in accordance with the image search program
stored beforehand in the ROM 21.

Upon starting the image search processing procedures
RT3, in step SP51 the central processing unit 20 determines
whether or not the user has specified a camera position icon
above the icon layout image 41(61) displayed along with the
shooting status presenting image 40 for search of a photo
image by a tapping operation.

Upon obtaining a negative result in step SP51, this means
that the user is in the middle of confirming the shooting state
of a subject using the shooting status presenting image 40 for
photo shooting, or is in the middle of selecting a search key to
be specified for search of a photo image, or the like. Upon
obtaining such a negative result in step SP51, the central
processing unit 20 proceeds to step SP52.

In step SP52, the central processing unit 20 determines
whether or not the user has specified a face icon above the
icon layout image 41 displayed along with the shooting status
presenting image 40 for search of a photo image by a tapping
operation.

Upon obtaining a negative result in step SP52, this means
that the user is in the middle of confirming the shooting state
of a subject using the shooting status presenting image 40 for
photo shooting, or is in the middle of selecting a search key to
be specified for search of a photo image, or the like. Upon
obtaining such a negative result in step SP52, the central
processing unit 20 proceeds to step SP53.

In step SP53, the central processing unit 20 determines
whether or not the user has specified a face icon above the
icon layout image 41 displayed along with the shooting status
presenting image 40 by a sliding operation for search of a
photo image.

Upon obtaining a negative result in step SP53, this means
that the user is in the middle of confirming the shooting state
of a subject using the shooting status presenting image 40 for
photo shooting, or is in the middle of selecting a search key to
be specified for search of a photo image, or the like. Upon
obtaining such a negative result in step SP53, the central
processing unit 20 proceeds to step SP54.

In step SP54, the central processing unit 20 determines
whether or not the user has specified a face within the shoot-
ing status presenting image 40 (i.e., search utilization face
reflected in the shooting status presenting image 40) by a
sliding operation for search of a photo image.

Upon obtaining a negative result in step SP54, this means
that the user is in the middle of confirming the shooting state
of a subject using the shooting status presenting image 40 for
photo shooting, or is in the middle of selecting a search key to
be specified for search of a photo image, or the like. Upon
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obtaining such a negative result in step SP54, the central
processing unit 20 proceeds to step SP55.

In step SP55, the central processing unit 20 determines
whether to end the shooting mode. Upon obtaining a negative
result in step SP55, this means that anything such as power
off, switching to the reproducing mode, or the like, has not
been requested. Upon obtaining such a negative result in step
SP55, the central processing unit 20 returns to step SP51.

In this way, subsequently the central processing unit 20
repeatedly executes, until a positive result is obtained in one
of steps SP51 through SP55, the processing in steps SP51
through SP55 in a cyclic manner.

Thus, the central processing unit 20 awaits that the user has
specified a camera position icon or face icon above the icon
layout image 41(61) for search of a photo image, and a face
within the shooting status presenting image 40 (search utili-
zation face).

Incidentally, upon obtaining a positive result in step SP51,
this means that the user has requested search of a photo image
using the camera position, and as a result thereof, a camera
position icon above the icon layout image 41(61) has been
specified by a tapping operation. Upon obtain such a positive
result in step SP51, the central processing unit 20 proceeds to
the next step SP56.

In step SP56, the central processing unit 20 searches a shot
position within the search area with the camera position indi-
cated by the camera position icon as the center out of the shot
positions registered in the database DB for search, and pro-
ceeds to the next step SP57.

In step SP57, the central processing unit 20 classifies,
based on the event identification information registered in the
database DB for search in a manner correlated with the
searched shot position, this searched shot position by the
event where photo shooting was performed, and proceeds to
the next step SP58.

In step SP58, the central processing unit 20 generates,
based on the searched shot position, and the classification by
the event of this shot position, a map image for search that is
an area map image where the event and the event position icon
indicating the event position are disposed, and proceeds to the
next step SP59. In step SP59, the central processing unit 20
displays the map image 65 for search on the liquid crystal
panel 7B instead of the shooting status presenting image 40,
and proceeds to the next step SP60.

In step SP60, the central processing unit 20 determines
whether or not the user has specified the event position icon
within the map image 65 for search by a tapping operation.
Upon obtaining a negative result in this step SP60, this means
that the user is in the middle of selecting an event position
icon to narrow down photo images to be searched. Upon
obtaining such a negative result in step SP60, the central
processing unit 20 proceeds to step SP61.

In step SP61, the central processing unit 20 determines
whether to return the display of the map image 65 for search
as to the liquid crystal 7B to the display of the shooting status
presenting image 40 and the icon presenting image 42(62).

Upon obtaining a negative result in this step SP61, this
means that the user is still in the middle of selecting an event
position icon to narrow down photo images to be searched.
Upon obtaining such a negative result in step SP61, the cen-
tral processing unit 20 returns to step SP60.

In this way, subsequently the central processing unit 20
repeatedly executes the processing in steps SP60 and SP61
until a positive result is obtained in one of steps SP60 and
SP61. Thus, the central processing unit 20 awaits that the user
has specified a desired event position icon for search of a
photo image.
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Incidentally, upon obtaining a positive result in step SP60,
this means that the user has selected an event position icon for
narrowing down photo images to be searched. Upon obtain-
ing such a positive result in step SP60, the central processing
unit 20 proceeds to the next step SP62.

In step SP62, the central processing unit 20 searches a
photo image based on the event position icon specified by the
user as file identification information out of the file identifi-
cation information registered in the database DB for search,
and proceeds to the next step SP63.

In step SP63, the central processing unit 20 reads out, based
on the file identification information of the searched photo
image, the thumbnail of the searched photo image from the
recording device 33. Subsequently, the central processing
unit 20 uses the thumbnail thereof to generate an event search
photo image 70, and proceeds to the next step SP64. In step
SP64, the central processing unit 20 displays the event search
photo image 70 on the liquid crystal panel 7B instead of the
map image 65 for search, and proceeds to the next step SP65.

In step SP65, the central processing unit 20 determines
whether or not the user has specified any thumbnail within the
event search photo image 70 by a tapping operation. Upon
obtaining a negative result in step SP65, this means that the
user is in the middle of selecting a photo image to be dis-
played onthe liquid crystal panel 7B using a thumbnail. Upon
obtaining such a negative result in step SP65, the central
processing unit 20 proceeds to step SP66.

In step SP66, the central processing unit 20 determines
whether to return the display of the event search photo image
70 as to the liquid crystal panel 7B to the display of the map
image 65 for search. A negative result in this step SP66 means
that the user is in the middle of selecting a photo image to be
displayed on the liquid crystal panel 7B. Upon obtaining such
a negative result in step SP66, the central processing unit 20
returns to step SP65.

In this way, subsequently the central processing unit 20
repeatedly executes, until a positive result is obtained in one
of steps SP65 and SP66, the processing in steps SP65 and
SP66 thereof. Thus, the central processing unit 20 awaits that
the user has selected a photo image to be displayed on the
liquid crystal panel 7B.

Incidentally, upon obtaining a positive result in step SP65,
this means that the user has selected a photo image to be
displayed on the liquid crystal panel 7B. Upon obtaining such
a positive result in step SP65, the central processing unit 20
proceeds to the next step SP67.

In step SP67, the central processing unit 20 reads out the
image file of the photo image selected by the user from the
recording device 33. Also, based on the image file thereof, the
central processing unit 20 displays the photo image selected
by the user on the liquid crystal panel 7B instead of the event
search photo image 70, and proceeds to the next step SP68.

In step SP68, the central processing unit 20 awaits that the
user has instructed to return the photo image displayed on the
liquid crystal panel 7B to the display of the event search photo
image 70. Subsequently, in the event that the user has
instructed to return the display of the liquid crystal panel 7B
from the photo image to the event search photo image 70, the
central processing unit 20 returns to step SP64.

Thus, upon a photo image to be displayed being selected as
a thumbnail above the event search photo image 70, the cen-
tral processing unit 20 displays the selected photo image to
allow the user to view this.

Incidentally, upon obtaining a positive result in step SP66,
this means that the user has finished viewing of the photo
image narrowed down by the event and detected, and has
instructed to display the map image 65 for search on the liquid
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crystal panel 7B again. Upon obtaining such a positive result
in step SP66, the central processing unit 20 returns to step
SP59.

Thus, the central processing unit 20 allows the user to
select an event position icon for narrowing down photo
images to be searched above the map image 65 for search
again. Accordingly, the central processing unit 20 allows the
user to search and view a different photo image while switch-
ing the event as appropriate.

Also, upon obtaining a positive result in step SP61, this
means that the user has instructed to display the shooting
status presenting image 40 and the icon presenting image
42(62) on the liquid crystal panel 7B again for search of a
photo image by another search key, or photo shooting. Upon
obtaining such a positive result in step SP61, the central
processing unit 20 returns to step SP51.

Incidentally, upon obtaining a positive result in step SP52,
this means that the user has requested search of a photo image
using the face of'a person, and as a result thereof, has specified
a face icon above the icon layout image 41 by a tapping
operation. Upon obtaining such a positive result in step SP52,
the central processing unit 20 proceeds to the next step SP69.

In step SP69, the central processing unit 20 searches a
photo image out of the file identification information regis-
tered in the database DB for search as file identification infor-
mation based on the file icon specified by the user.

That is to say, the central processing unit 20 searches a
photo image in which the face of the person specified by the
user is reflected, as file identification information, and pro-
ceeds to the next step SP70.

In step SP70, the central processing unit 20 reads out the
thumbnail of the searched photo image from the recording
device 33 based on the file identification information of the
searched photo image. Subsequently, the central processing
unit 20 uses the thumbnail thereof to generate a face search
photo image 75, and proceeds to the next step SP71.

Subsequently, in step SP71 the central processing unit 20
displays the face search photo image 75 on the liquid crystal
panel 7B in stead of the shooting status presenting image 40
and the icon presenting image 42, and proceeds to the next
step SP72.

In step SP72, the central processing unit 20 determines
whether or not the user has specified any thumbnail within the
face search photo image 75 by a tapping operation. Upon
obtaining a negative result in step SP72, this means that the
user is in the middle of selecting a photo image to be dis-
played on the liquid crystal panel 7B using a thumbnail. Upon
obtaining such a negative result in step SP72, the central
processing unit 20 proceeds to step SP73.

In step SP73, the central processing unit 20 determines
whether to return the display of the face search photo image
75 as to the liquid crystal panel 7B to the display of the
shooting status presenting image 40 and the icon presenting
image 42.

Upon obtaining a negative result in step SP73, this means
that the user is in the middle of selecting a photo image to be
displayed on the liquid crystal panel 7B. Upon obtaining such
a negative result in step SP73, the central processing unit 20
returns to step SP72.

In this way, subsequently the central processing unit 20
repeatedly executes the processing in steps SP72 and SP73
until a positive result is obtained in one of steps SP72 and
SP73. Thus, the central processing unit 20 awaits that the user
has selected a photo image to be displayed on the liquid
crystal panel 7B.

Incidentally, upon obtaining a positive result in step SP72,
this means that the user has selected a photo image to be
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displayed on the liquid crystal panel 7B. Upon obtaining such
a positive result in step SP72, the central processing unit 20
proceeds to the next step SP74.

In step SP74, the central processing unit 20 reads out the
image file of the photo image selected by the user from the
recording device 33. Also, the central processing unit 20
displays the photo image selected by the user on the liquid
crystal panel 7B in stead of the face search photo image 75
based on the image file thereof, and proceeds to the next step
SP7s.

In step SP75, the central processing unit 20 awaits that the
user has instructed to return the photo image displayed on the
liquid crystal panel 7B to the display of the face search photo
image 75. Subsequently, in the event that the user has
instructed to return the photo image displayed on the liquid
crystal panel 7B to the display of the face search photo image
75, the central processing unit 20 returns to step SP71.

In this way, upon a photo image to be displayed being
selected as a thumbnail above the face search photo image 75,
the central processing unit 20 displays the selected photo
image to allow the user to view this.

Incidentally, upon obtaining a positive result in step SP73,
this means that the user has finished viewing of the photo
image searched by the face of a person, and has instructed to
display the shooting status presenting image 40 and the icon
presenting image 42 on the liquid crystal panel 7B again.
Upon obtaining such a positive result in step SP73, the central
processing unit 20 returns to step SP51.

Incidentally, upon obtaining a positive result in step SP53,
this means that the user has requested search of a photo image
employing a person having intimacy with an arbitrarily
selected reference person, and has specified a face icon above
the icon layout image 41 by a sliding operation.

In other words, such a positive result represents that the
user has requested, based on a reference person specified as a
face icon above the icon layout image 41, search of a photo
image in which a person having intimacy with this reference
person is reflected. Upon obtaining such a positive result in
step SP53, the central processing unit 20 proceeds to the next
step SP76.

In step SP76, the central processing unit 20 uses the data-
base DB for search to determine whether or not there is a
person having intimacy with the reference person specified as
a face icon by the user of the persons photographically taken
at the digital still camera 1.

Upon obtaining a negative result in step SP76, this means
that a person having intimacy with the reference person speci-
fied by the user has not photographically been taken at the
digital camera 1 yet. Upon obtaining such a negative result in
step SP76, the central processing unit 20 returns to step SP51.

On the other hand, upon obtaining a positive result in step
SP76, this means that a person having intimacy with the
reference person specified by the user has photographically
been taken by the digital camera 1. Upon obtaining such a
positive result in step SP76, the central processing unit 20
proceeds to step SP77.

Instep SP77, the central processing unit 20 reads out, based
on intimacy correlated information registered in a manner
correlated with the personal identification information of a
reference person, the face icon of a person having intimacy
relationship with this reference person from the database DB
for search, and proceeds to the next step SP78.

In step SP78, the central processing unit 20 uses the data-
base DB for search to detect a shot position where a reference
person, and a person having intimacy with this reference
person have photographically been taken together, and pro-
ceeds to the next step SP79.



US 9,154,690 B2

59

In step SP79, the central processing unit 20 generates,
based on a partial map image including the detected shot
position, a shot position icon indicating this shot position, and
proceeds to the next step SP80.

In step SP80, the central processing unit 20 uses the face
icon and the shot position icon to generate a person presenting
image 80, and proceeds to the next step SP81. Subsequently,
in step SP81, the central processing unit 20 displays the
person presenting image 80 in a manner overlaid above the
shooting status presenting image 40 displayed on the liquid
crystal panel 7B, and proceeds to the next step SP82.

In step SP82, the central processing unit 20 determines
whether or not the user has specified a face icon within the
person presenting image 80 by a sliding operation. Upon
obtaining a negative result in step SP82, this means that the
user is in the middle of selecting a person or shot position to
be used for search of a photo image. Upon obtaining such a
negative result in step SP82, the central processing unit 20
proceeds to step SP83.

In step SP83, the central processing unit 20 determines
whether or not the user has specified a face icon within the
person presenting image 80 by a tapping operation. Upon
obtaining a negative result in step SP83, this also represents
that the user is in the middle of selecting a person or shot
position to be used for search of a photo image. Upon obtain-
ing such a negative result in step SP83, the central processing
unit 20 proceeds to step SP84.

In step SP84, the central processing unit 20 determines
whether or not the user has specified a shot position icon
within the person presenting image 80 by a tapping operation.
Upon obtaining a negative result in this step SP84, this also
represents that the user is in the middle of selecting a person
or shot position to be used for search of a photo image. Upon
obtaining such a negative result in step SP84, the central
processing unit 20 proceeds to step SP85.

In step SP85, the central processing unit 20 determines
whether to return the display of the shooting status presenting
image 40 and the person presenting image 80 as to the liquid
crystal panel 7B to display of the shooting status presenting
image 40 and the icon presenting image 42.

Upon obtaining a negative result in step SP85, this also
represents that the user is in the middle of selecting a person
or shot position to be used for search of a photo image. Upon
obtaining such a negative result in step SP85, the central
processing unit 20 proceeds to step SP82.

In this way, subsequently the central processing unit 20
repeatedly executes, until a positive result is obtained in one
of steps SP82 through SP85, the processing in steps SP82
through SP85. Thus, the central processing unit 20 awaits that
the user has specified a face icon or shot position icon within
the person presenting image 80.

Incidentally, upon obtaining a positive result in step SP82,
this means that the user has specified the face icon of a person
other than a reference person within the person presenting
image 80 by a sliding operation to increase the number of
persons available for search of a photo image.

In other words, such a positive result represents that the
user has requested, based on a specified person newly speci-
fied as a face icon above the icon layout image 41, search of
a photo image in which a new person having intimacy with
this specified person is reflected. Upon obtaining such a posi-
tive result in step SP82, the central processing unit 20 pro-
ceeds to the next step SP86.

In step SP86, the central processing unit 20 uses the data-
base DB for search to determine whether or not there is a
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person having intimacy with the specified person specified as
a face icon by the user of the persons photographically taken
at the digital still camera 1.

Upon obtaining a negative result in step SP86, this means
that a person having intimacy with the specified person speci-
fied by the user has not photographically been taken at the
digital camera 1 yet. Upon obtaining such a negative result in
step SP86, the central processing unit 20 returns to step SP82.

On the other hand, upon obtaining a positive result in step
SP86, this means that a person having intimacy with the
specified person specified by the user has photographically
been taken by the digital camera 1. Upon obtaining such a
positive result in step SP86, the central processing unit 20
proceeds to step SP87.

In step SP87, the central processing unit 20 reads out the
face icon of a new person having intimacy relationship with
the specified person from the database DB for search based on
the intimacy correlated information registered in a manner
correlated with the personal identification information of the
specified person, and proceeds to the next step SP88.

In step SP88, the central processing unit 20 uses the data-
base DB for search to detect a shot position where the speci-
fied person, and a person having intimacy with the specified
person thereof have photographically been taken together,
and proceeds to the next step SP89.

In step SP89, the central processing unit 20 generates,
based on a partial map image including the detected shot
position, a shot position icon indicating this shot position, and
proceeds to the next step SP90.

In step SP90, the central processing unit 20 uses the newly
obtained face icon and shot position icon to update the person
presenting image 80, and proceeds to the next step SP91.
Subsequently, in step SP91, the central processing unit 20
displays the person presenting image 90 after updating in a
manner overlaid above the shooting status presenting image
40 displayed on the liquid crystal panel 7B instead of the
person presenting image 80 before updating, and proceeds to
the next step SP92.

In step SP92, the central processing unit 20 determines
whether or not the user has specified a face icon within the
person presenting image 90 by a tapping operation. Upon
obtaining a negative result in step SP92, this means that the
user is in the middle of selecting a person or shot position to
be used for search of a photo image. Upon obtaining such a
negative result in step SP92, the central processing unit 20
proceeds to step SP93.

In step SP93, the central processing unit 20 determines
whether or not the user has specified a shot position icon
within the person presenting image 90 by a tapping operation.
Upon obtaining a negative result in step SP93, this also rep-
resents that the user is in the middle of selecting a person or
shot position to be used for search of a photo image. Upon
obtaining such a negative result in step SP93, the central
processing unit 20 proceeds to step SP94.

In step SP94, the central processing unit 20 determines
whether to return the display of the shooting status presenting
image 40 and the person presenting image 90 as to the liquid
crystal panel 7B to the display of the shooting status present-
ing image 40 and the icon presenting image 42.

Upon obtaining a negative result in step SP94, this also
represents that the user is in the middle of selecting a person
or shot position to be used for search of a photo image. Upon
obtaining such a negative result in step SP94, the central
processing unit 20 proceeds to step SP92.

In this way, subsequently the central processing unit 20
repeatedly executes, until a positive result is obtained in one
of steps SP92 and SP94, the processing in steps SP92 and
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SP94 thereof. Thus, the central processing unit 20 awaits that
the user has specified a face icon or shot position icon within
the person presenting image 90.

Incidentally, upon obtaining a positive result in step SP92,
this means that the user has requested search of a photo image
using the face of'a person, and as a result thereof, has specified
afaceicon within the person presenting image 90 by atapping
operation. Upon obtaining such a positive result in step SP92,
the central processing unit 20 proceeds to the next step SP95.

In step SP95, the central processing unit 20 searches a
photo image out of the file identification information regis-
tered in the database DB for search as file identification infor-
mation based on the face icon specified by the user.

That is to say, the central processing unit 20 searches a
photo image in which the person of the face indicated by the
face icon specified by the user is reflected, as file identifica-
tion information, and proceeds to the next step SP96.

Instep SP96, the central processing unit 20 reads out, based
on the file identification information of the searched photo
image, the thumbnail of the searched photo image thereof
from the recording device 33. Subsequently, the central pro-
cessing unit 20 uses the thumbnail thereof to generate the
same face search photo image as described above, and pro-
ceeds to the next step SP97.

Subsequently, in step SP97, the central processing unit 20
displays a face search photo image on the liquid crystal panel
7B instead of the shooting status presenting image 40 and the
person presenting image 90, and proceeds to the next step
SP9s.

In step SP98, the central processing unit 20 determines
whether or not the user has specified any thumbnail within the
face search photo image by a tapping operation. Upon obtain-
ing a negative result in step SP98, this means that the user is
in the middle of selecting a photo image to be displayed on the
liquid crystal panel 7B using a thumbnail. Upon obtaining
such a negative result in step SP98, the central processing unit
20 proceeds to step SP99.

In step SP99, the central processing unit 20 determines
whether to return the display of the face search photo image as
to the liquid crystal panel 7B to the display of the shooting
status presenting image 40 and the person presenting image
90.

Upon obtaining a negative result in step SP99, this means
that the user is in the middle of selecting a photo image to be
displayed on the liquid crystal panel 7B. Upon obtaining such
a negative result in step SP99, the central processing unit 20
returns to step SP98.

In this way, subsequently the central processing unit 20
repeatedly executes, until a positive result is obtained in one
of steps SP98 and SP99, the processing in steps SP98 and
SP99 thereof. Thus, the central processing unit 20 awaits that
the user has selected a photo image to be displayed on the
liquid crystal panel 7B.

Incidentally, upon obtaining a positive result in step SP98,
this means that the user has selected a photo image to be
displayed on the liquid crystal panel 7B. Upon obtaining such
a positive result in step SP98, the central processing unit 20
proceeds to the next step SP100.

In step SP100, the central processing unit 20 reads out the
image file of the photo image selected by the user from the
recording device 33. Also, the central processing unit 20
displays, based on the image file thereof, the photo image
selected by the user on the liquid crystal panel 7B in stead of
the face search photo image, and proceeds to the next step
SP101.

In step SP101, the central processing unit 20 awaits that the
user has instructed to return the photo image displayed on the
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liquid crystal panel 7B to the display of the face search photo
image. Subsequently, in the event that the user has instructed
to return the display of the liquid crystal panel 7B to the face
search photo image from the photo image, the central pro-
cessing unit 20 returns to step SP97.

In this way, upon a photo image to be displayed being
selected as a thumbnail above the face search photo image,
the central processing unit 20 displays the selected photo
image on the liquid crystal panel 7B so as to be viewed by the
user.

Incidentally, upon obtaining a positive result in step SP99,
this means that the user has finished viewing of the photo
image searched by the face of one person arbitrarily selected,
and has instructed to display the shooting status presenting
image 40 and the person presenting image 90 on the liquid
crystal panel 7B again. Upon obtaining such a positive result
in step SP99, the central processing unit 20 returns to step
SP91.

Incidentally, upon obtaining a positive result in step SP93,
this means that the user has requested search of a photo image
using a shot position, and as a result thereof, has specified a
shot position icon within the person presenting image 90 by a
tapping operation. Upon obtaining such a positive result in
step SP93, the central processing unit 20 proceeds to the next
step SP102.

In step SP102, the central processing unit 20 searches
another shot position within the search area with the shot
position indicated by the shot position icon as the center out of
the shot positions registered in the database DB for search,
and proceeds to the next step SP103.

In step SP103, the central processing unit 20 classifies,
based on the event identification information registered in the
database DB for search in a manner correlated with the
searched shot position thereof, this searched shot position by
the event where photo shooting was performed, and proceeds
to the next step SP104.

In step SP104, the central processing unit 20 generates,
based on the searched shot position, and the classification by
the event of this shot position, a map image for search that is
an area map image where the event and the event position icon
indicating the event position are disposed.

Subsequently, the central processing unit 20 proceeds to
the next step SP105, thereby displaying a map image for
search on the liquid crystal panel 7B instead of the person
presenting image 90 in this step SP105, and proceeds to the
next step SP106.

In step SP106, the central processing unit 20 determines
whether or not the user has specified an event position icon
within the map image for search by a tapping operation. Upon
obtaining a negative result in this step SP106, this means that
the user is in the middle of selecting an event position icon to
narrow down photo images to be searched. Upon obtaining
such a negative result in step SP106, the central processing
unit 20 proceeds to step SP107.

In step SP107, the central processing unit 20 determines
whether to return the display of the map image for search as
to the liquid crystal 7B to the display of the shooting status
presenting image 40 and the person presenting image 90.

Upon obtaining a negative result in this step SP107, this
means that the user is still in the middle of selecting an event
position icon to narrow down photo images to be searched.
Upon obtaining such a negative result in step SP107, the
central processing unit 20 returns to step SP106.

In this way, subsequently the central processing unit 20
repeatedly executes the processing in steps SP106 and SP107
until a positive result is obtained in one of steps SP106 and
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SP107. Thus, the central processing unit 20 awaits that the
user has specified a desired event position icon for search of
a photo image.

Incidentally, upon obtaining a positive result in step SP106,
this means that the user has selected an event position icon for
narrowing down photo images to be searched. Upon obtain-
ing such a positive result in step SP106, the central processing
unit 20 proceeds to the next step SP108.

In step SP108, the central processing unit 20 searches a
photo image based on the event position icon specified by the
user as file identification information out of the file identifi-
cation information registered in the database DB for search,
and proceeds to the next step SP109.

In step SP109, the central processing unit 20 reads out,
based on the file identification information of the searched
photo image, the thumbnail of the searched photo image from
the recording device 33. Subsequently, the central processing
unit 20 uses the thumbnail thereof to generate an event search
photo image, and proceeds to the next step SP110. In step
SP110, the central processing unit 20 displays the event
search photo image on the liquid crystal panel 7B instead of
the map image for search, and proceeds to the next step
SP111.

In step SP111, the central processing unit 20 determines
whether or not the user has specified any thumbnail within the
event search photo image by a tapping operation. Upon
obtaining a negative result in step SP111, this means that the
user is in the middle of selecting a photo image to be dis-
played on the liquid crystal panel 7B using a thumbnail. Upon
obtaining such a negative result in step SP111, the central
processing unit 20 proceeds to step SP112.

In step SP112, the central processing unit 20 determines
whether to return the display of the event search photo image
as to the liquid crystal panel 7B to the display of the map
image for search. Upon obtaining a negative result in this step
SP112, this means that the user is in the middle of selecting a
photo image to be displayed on the liquid crystal panel 7B.
Upon obtaining such a negative result in step SP112, the
central processing unit 20 returns to step SP111.

In this way, subsequently the central processing unit 20
repeatedly executes, until a positive result is obtained in one
of'steps SP111 and SP112, the processing in steps SP111 and
SP112 thereof. Thus, the central processing unit 20 awaits
that the user has selected a photo image to be displayed on the
liquid crystal panel 7B.

Incidentally, upon obtaining a positive result in step SP111,
this means that the user has selected a photo image to be
displayed on the liquid crystal panel 7B. Upon obtaining such
a positive result in step SP111, the central processing unit 20
proceeds to the next step SP113.

In step SP113, the central processing unit 20 reads out the
image file of the photo image selected by the user from the
recording device 33. Also, based on the image file thereof, the
central processing unit 20 displays the photo image selected
by the user on the liquid crystal panel 7B instead of the event
search photo image, and proceeds to the next step SP114.

In step SP114, the central processing unit 20 awaits that the
user has instructed to return the photo image displayed on the
liquid crystal panel 7B to the display of the event search photo
image. Subsequently, in the event that the user has instructed
to return the display of the liquid crystal panel 7B from the
photo image to the event search photo image, the central
processing unit 20 returns to step SP110.

Thus, upon a photo image to be displayed being selected as
a thumbnail above the event search photo image, the central
processing unit 20 displays the selected photo image thereof
on the liquid crystal panel 7B so as to be viewed by the user.
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Incidentally, upon obtaining a positive result in step SP112,
this means that the user has finished viewing of the photo
image narrowed down by the event and detected, and has
instructed to display the map image for search on the liquid
crystal panel 7B again. Upon obtaining such a positive result
in step SP112, the central processing unit 20 returns to step
SP105.

Thus, the central processing unit 20 allows the user to
select an event position icon for narrowing down photo
images to be searched above the map image for search again.
Accordingly, the central processing unit 20 allows the user to
search and view a different photo image while switching the
event as appropriate.

Also, upon obtaining a positive result in step SP107, this
means that the user has instructed to return the display of the
map image for search to the display of the person presenting
image 90 to search a photo image of a person having intimacy
with a reference person or specified person or at another shot
position. Upon obtaining such a positive result in step SP107,
the central processing unit 20 returns to step SP91.

Incidentally, upon obtaining a positive result in step SP83,
this means that the user has requested search of a photo image
using the face of a person, and as a result thereof, has specified
afaceicon within the person presenting image 80 by a tapping
operation. Upon obtaining such a positive result in step SP83,
the central processing unit 20 proceeds to the next step SP95.

Also, upon obtaining a positive result in step SP84, this
means that the user has requested search of a photo image
using a shot position, and as a result thereof, has specified a
shot position icon within the person presenting image 80 by a
tapping operation. Upon obtaining such a positive result in
step SP84, the central processing unit 20 proceeds to step
SP102.

Thatis to say, in the event of searching a photo image using
one of the person presenting image 80 before updating and the
person presenting image 80 after updating, the central pro-
cessing unit 20 substantially executes the same processing.
However, in the event of using the person presenting image 90
before updating to advance processing for searching a photo
image, and returning the display from a state in which the face
search photo image or map image for search is displayed to
the display of the person presenting image, the central pro-
cessing unit 20 returns to step SP81.

Incidentally, upon obtaining a positive result in step SP54,
this means that the user has requested search of a photo image
employing a person having intimacy with a person arbitrarily
selected, and as a result thereof, has specified a face (search
utilization face) within the shooting status presenting image
40 by a sliding operation.

In other words, such a positive result represents that, based
on the person specified as a face reflected in the shooting
status presenting image 40, the user has requested search of a
photo image in which a person having intimacy with the
person thereof is reflected. Upon obtaining such a positive
result in step SP54, the central processing unit 20 proceeds to
the next step SP115.

In step SP115, the central processing unit 20 uses the
database DB for search to determine whether or not, of per-
sons photographically taken by the digital still camera 1, there
is a person having intimacy with the person specified as a face
within the shooting status presenting image 40 by the user.

Upon obtaining a negative result in step SP115, this means
that a person having intimacy with the person specified by the
user has not photographically been taken by the digital cam-
era 1 yet. Upon obtaining such a negative result in step SP115,
the central processing unit 20 returns to step SP51.
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On the other hand, upon obtaining a positive result in step
SP115, this means that a person having intimacy with the
person specified by the user has already photographically
been taken by the digital camera 1. Upon obtaining such a
positive result in step SP115, the central processing unit 20
proceeds to step SP77.

Also, upon obtaining a positive result in the above step
SP55, this means that the user has requested power off or
switching to the reproducing mode or the like to end the
shooting mode. Upon obtaining such a positive result in step
SP55, the central processing unit 20 proceeds to step SP116 to
end the image search processing procedures RT3.

1-9. Operation and Advantages of Embodiment

With the above configuration, at the time of the shooting
mode, the central processing unit 20 of the digital still camera
1 consecutively takes images of a subject to generate a shoot-
ing status presenting image 40, and displays this on the liquid
crystal panel 7B. Also, the central processing unit 20 of the
digital still camera 1 displays a search key for photo image
search on the liquid crystal panel 7B along with the shooting
status presenting image 40 according to a shooting situation
such as what kind of subject is being consecutively taken.

In this state, in the event that the user has specified the
search key displayed on the liquid crystal panel 7B along with
the shooting status presenting image 40, the central process-
ing unit 20 of the digital still camera 1 searches a photo image
based on this specified search key. Subsequently, the central
processing unit 20 of the digital still camera 1 displays the
search results of a photo image on the liquid crystal panel 7B
instead of the shooting status presenting image 40.

That is to say, the digital still camera 1 automatically pre-
sents a search key according to a shooting situation at the time
of the shooting mode, and in the event of the user having
specified this search key, searches a photo image according to
this.

Accordingly, at the time of the shooting mode, even in the
event of search of a photo image having been requested with
a subject or shot place as a trigger, the digital still camera 1
allows the user to perform search of a photo image without
having the user perform complicated operations such as a
mode switching operation or a metadata selection operation
for each category.

According to the above configuration, when in the shooting
mode, the digital still camera 1 displays a search key for photo
image search on the liquid crystal panel 7B along with the
shooting status presenting image 40 according to the shooting
situation of a subject while consecutively and photographi-
cally taking images of a subject to generate a shooting status
presenting image 40, and displaying this on the liquid crystal
panel 7B. Thus, even though search of a photo image has been
requested with a subject or shot place as a trigger at the time
of'the shooting mode, the digital still camera 1 allows the user
to specify a search key for search of a photo image without
having the user perform complicated operations. Accord-
ingly, even though search of a photo image has been requested
at the time of the shooting mode, the digital still camera 1 can
readily handle this search request.

Actually, in the event of consecutively taking images of a
person serving as a subject, the digital still camera 1 detects
the face of this person from the shooting status presenting
image 40, and presents a face icon indicting the face thereof,
or the face itself reflected in the shooting status presenting
image 40, as a search key.

Accordingly, even though the user has viewed a person to
be photographically taken, and has requested search of a
photo image, the digital still camera 1 can search a photo
image in which this person to be photographically taken is
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reflected by allowing the use to specify a face icon, or a face
reflected in the shooting status presenting image 40, serving
the search key thereof.

Also, with the digital still camera 1, a tapping operation,
and a sliding operation different from the tapping operation
are prepared as a method for specifying a face icon, or a face
reflected in the shooting status presenting image 40. In the
event that the user has specified a face icon by a tapping
operation, the digital still camera 1 searches only a photo
image in which a person having the face indicated by the face
icon thereof is reflected.

Also, in the event that the user has specified a face icon, or
a face reflected in the shooting status presenting image 40 by
a sliding operation, the digital still camera 1 searches a photo
image in which a person having intimacy with a person to be
photographically taken is reflected.

Accordingly, regardless of a photo image in which a person
to be photographically taken is reflected, even through, with a
person to be photographically taken as a trigger, a person
having intimacy with that person has been reminded, the
digital still camera 1 can readily handle this, and can also
allow the user to search a photo image in which this intimate
person is reflected.

Further, the digital still camera 1 detects the current camera
position to determine a shot place as the shooting situation of
a subject, and presents a camera position icon indicating the
camera position thereof as a search key.

Accordingly, even through search of a photo image has
been requested with a shot place as a trigger, the digital still
camera 1 allows the user to specify a camera position icon as
a search key, whereby photo images taken and accumulate
around the current camera position can be searched.

Further, the digital still camera 1 can thus handle a photo
image search request with a shot place as a trigger, and
accordingly can readily search not only a photo image in
which a person is reflected as a subject, but also a photo image
in which scenery, a building, an animal, or the like other than
persons is reflected.

Moreover, the digital still camera 1 is configured so as to
execute search of a photo image at the time of the shooting
mode for photographically taking an image of a subject.
Accordingly, even in the event that a subject has photographi-
cally been taken, and a request has been made so as to imme-
diately view a photo image obtained by the photo shooting
thereof, the digital still camera 1 can search the photo image
thereof to allow the user to view this without having the user
perform a mode switching operation.

2. Modifications
2-1. Modification 1

Note that, with the above embodiment, a case has been
described wherein a camera position icon is updated as appro-
priate at the time of the shooting mode. However, the present
embodiment is not restricted to this, and an arrangement may
be made wherein in the same way as with face icons, each
time a camera position icon is generated, the generated cam-
era position icon is additionally displayed above the icon
layout image.

Thus, with the present invention, in the case that photo
shooting is performed while sequentially changing the shot
place, even though after change of the shot place search of a
photo image is requested based on the shot place before
change, the photo image can be searched by allowing the user
to specify the camera position icon corresponding to the shot
place before change.

Also, with the present invention, with regard to face icons,
in addition to sequentially adding a face icon according to
detection of the face of a person photographically taken, an
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arrangement may be made wherein the upper limit of addition
is set, even after obtaining a face icon, the face icon is added/
updated so as not to exceed this upper limit.

2-2. Modification 2

Also, with the above embodiment, a case has been
described wherein a face icon is registered in the database DB
for search along with registered face information. However,
the present invention is not restricted to this, an arrangement
may be made wherein no face icon is registered in the data-
base DB for search, and each time the features of a detected
face are set to face features for search, a face icon indicating
the face thereof is generated.

2-3. Modification 3

Further, with the above embodiment, a case has been
described wherein whether to present a search key at the time
of'the shooting mode, the type of a search key to be presented
are selectively set. However, the present invention is not
restricted to this, and an arrangement may be made wherein a
switch is provided whereby whether to present a search key,
or the type of a search key to be presented can be selected at
an arbitrary timing.

Thus, with the present invention, at the time ofthe shooting
mode, according to the shooting situation of a subject,
whether to present a search key, or the type of a search key to
be presented can be selectively switched on the spot, and
accordingly, ease of use can be improved.

2-4. Modification 4

Further, with the above embodiment, a case has been
described wherein the shooting lens 3 is provided to the entire
surface 2A of the casing 2 of the digital still camera 1. How-
ever, the present invention is not restricted to this, and a
shooting lens may also be provided to the rear surface 2B of
the casing 2 of the digital still camera 1. Thus, with the present
invention, for example, the user himself/herself can specify a
search key to perform search ofa photo image while consecu-
tively and photographically taking him/her alone or along
with others.

2-5. Modification 5

Further, with the above embodiment, a case has been
described wherein photo images recorded in the recording
device 33 provided to the digital still camera 1 are searched.
However, the present invention is not restricted to this, and a
communication function capable of communication with a
server over a network may be provided to the digital still
camera 1.

Subsequently, with the present invention, though a data-
base for search is built in the recording device 33 of the digital
still camera 1, photo images registered in the database for
search thereof may be held in the server over the network.
Thus, with the present invention, the user can search a desired
photo image out of many more photo images.

Also, with the present invention, a camera position icon, a
shot position icon, and map image data to be used for genera-
tion of a map image for search may be obtained from the
server over the network at the time of generation thereof.
2-6. Modification 6

Further, with the above embodiment, a case has been
described wherein a face (search utilization face) reflected in
the shooting status presenting image 40 is employed as a
search key for searching an intimate person.

However, the present invention is not restricted to this, a
face (search utilization face) reflected in the shooting status
presenting image 40 may be employed as a search key for
searching a photo image alone in which the person of the face
thereof is reflected.

Also, with the present invention, a face (search utilization
face) reflected in the shooting status presenting image 40 may
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be employed as either a search key for searching a photo
image alone in which the person of the face thereof is
reflected or a search key for searching an intimate person by
changing a specifying method.

Subsequently, with the present invention, no face icon may
be displayed (i.e., not employed for search of a photo image)
by a face (search utilization face) reflected in the shooting
status presenting image 40 being available as two types of
search key. Thus, with the present invention, the visibility of
the shooting status presenting image 40 can be prevented
from deteriorating due to the display of a face icon.

Also, with the present invention, an arrangement may be
made wherein a face icon is available as two types of search
key, and a face (search utilization face) reflected in the shoot-
ing status presenting image 40 is not employed as a search key
(i.e., not set as a search key).

Further, with the present invention, one of a face icon and
a face (search utilization face) reflected in the shooting status
presenting image 40 is employed as a search key for searching
only a photo image in which the person having the face
thereof is reflected.

Also, with the present invention, the other of a face icon
and a face (search utilization face) reflected in the shooting
status presenting image 40 is employed as a search key for
searching a photo image in which a person having intimacy
with the person having the face thereof is reflected.

In this way, with the present invention, a face icon and a
face (search utilization face) reflected in the shooting status
presenting image 40 may be employed as a search key having
a different function. Thus, with the present invention, a face
icon and a face (search utilization face) reflected in the shoot-
ing status presenting image 40 can be specified in the same
way, for example, by a tapping operation, and operations can
be simplified for the worth of narrowing down the specifying
method to one type.

2-7. Modification 7

Further, with the above embodiment, a case has been
described wherein at the time of the shooting mode a shooting
status presenting image 40 is generated by a subject being
consecutively and photographically taken, and is displayed
on the liquid crystal panel 7B.

However, the present invention is not restricted to this, and
an arrangement may be made wherein at the time of the
shooting mode, a search key icon alone is usually displayed
on the liquid crystal panel 7B, and according to a half-press-
ing operation or full-pressing operation of the shutter button
9, the shooting status presenting image 40 is displayed on the
liquid crystal panel 7B instead of a search key only during the
half-pressing operation or full-pressing operation.

In the case of such a configuration, with the present inven-
tion, at the time of the shooting mode, many more search key
icons can usually be displayed on the liquid crystal panel 7B,
and also for the worth of no shooting status presenting image
40 being displayed, the visibility of the search key icons can
be improved.

2-8. Modification 8

Further, with the above embodiment, a case has been
described wherein in the event that a face icon or a face
(search utilization face) reflected in the shooting status pre-
senting image 40 has been specified by a sliding operation, a
face icon for searching an intimate person is additionally
displayed.

However, the present invention is not restricted to this, and
an arrangement may be made wherein in the event that a face
(search utilization face) reflected in the shooting status pre-
senting image 40 has been detected, along with the face icon
indicating the face thereof, a face icon indicating the face of
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an intimate person is obtained, and these are displayed on the
liquid crystal panel 7B on a routine basis.
2-9. Modification 9

Further, with the above embodiment, a case has been
described wherein the image search device according the
present invention has been applied to the digital still camera 1
described above regarding FIGS. 1 through 34. However, the
present invention is not restricted to this, and may be applied
to information processing devices such as computers, cellular
phones, PDAs (Personal Digital Assistants), portable game
machines, and so forth, having at least one shooting function
of photo shooting and moving image shooting.

Also, the present invention may be applied to image search
devices having various types of configuration other than the
above configuration, such as digital still cameras, digital
video cameras, and so forth having at least one shooting
function of photo shooting and moving image shooting.
2-10. Modification 10

Further, with the above embodiment, the image search
program according to the present invention has been applied
to the image search program stored beforehand in the ROM
21 described above regarding FIGS. 1 through 34. Subse-
quently, a case has been described wherein the central pro-
cessing unit 20 executes the search key presenting processing
procedures RT2 described above regarding FIGS. 25 and 26,
and executes the image search processing procedures RT3
described above regarding FIGS. 27 through 34, in accor-
dance with the image search program thereof.

However, the present invention is not restricted to this, and
the digital still camera 1 may install the image search program
through a computer-readable recording medium in which the
image search program is recorded. Subsequently, the central
processing unit 20 may execute the search key presenting
processing procedures RT2 and the image search processing
procedures RT3 in accordance with the installed image search
program thereof.

Also, the digital still camera 1 may externally install the
image search program by taking advantage of a cable or
wireless communication medium such as a local area net-
work, the Internet, a digital satellite broadcast, or the like.

The computer-readable recording medium for enabling the
image search program to be installed in the digital still camera
1 and to be executable may be realized by a packaged
medium, for example, such as a flexible disk.

Also, the computer-readable recording medium for
enabling the image search program to be installed in the
digital still camera 1 and to be executable may be realized by
a packaged medium such as CD-ROM (Compact Disc-Read
Only Memory).

Further, the computer-readable recording medium for
enabling the image search program to be installed in the
digital still camera 1 and to be executable may be realized by
a packaged medium such as DVD (Digital Versatile Disc) or
the like.

Further, such a computer-readable recording medium may
be realized by not only a packaged medium but also semicon-
ductor memory or magnetic disk or the like in which each
type of program is temporarily or eternally recorded.

Also, cable and wireless communication media such as a
local area network, the Internet, a digital satellite broadcast,
and so forth may be employed as a unit for recording the
image search program in these computer-readable recording
media. Further, with a unit for recording the image search
program in a computer-readable recording medium, the
image search program may be recorded via various types of
communication interface such as a router or modem or the
like.
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2-11. Modification 11

Further, with the above embodiment, a case has been
described wherein the lens unit 26 and imaging device 27
described above regarding FIGS. 1 through 34 are employed
as a shooting unit for shooting a subject.

However, the present invention is not restricted to this, and
such as an imaging unit including a lens unit and an imaging
device made up of a CMOS (Complementary Metal Oxide
Semiconductor) image sensor, in addition to this, an imaging
unit having various types of configurations may be broadly
applied.

2-12. Modification 12

Further, with the above embodiment, a case has been
described wherein the liquid crystal panel 7B making up the
touch screen 7 described above regarding FIGS. 1 through 34
is employed as the display unit. However, the present inven-
tion is not restricted to this, and such as an organic EL (Electro
Luminescence) display, in addition to this, various types of
display unit may be broadly applied.

2-13. Modification 13

Further, with the above embodiment, a case has been
described wherein, at the time of the shooting mode whereby
a subject can photographically be taken by the shooting unit,
according to a shooting situation, the central processing unit
20 described above regarding FIGS. 1 through 34 is employed
as a control unit for displaying a search key for image search
on the display unit. However, the present invention is not
restricted to this, and such as a microprocessor, a DSP (Digi-
tal Signal Processor), and so forth, in addition to these, a
control unit having various types of configurations may be
broadly applied.

2-14. Modification 14

Further, with the above embodiment, a case has been
described wherein, at the time of the shooting mode, as a
shooting situation for displaying a search key for image
search on the display unit, the shot places described above
regarding FIGS. 1 through 34, and a subject being consecu-
tively and photographically taken are employed.

However, the present invention is not restricted to this, and
such as shot time (season, year-end and new-year, summer
vacation, winter vacation, etc.), shot time zones, weather, and
so forth, in addition to these, various types of shot situation
may be employed.

With the present invention, thus, in the event of displaying
a search key for image search according to various types of
shooting situation, in addition to face icons and a camera
position icon, an icon indicating shot time, shot time zones,
weather, or the like may be displayed as the search key
thereof.

2-15. Modification 15

Further, with the above embodiment, a case has been
described wherein the photo images described above regard-
ing FIGS. 1 through 34 are employed as an image to be
searched by a search key. However, the present invention is
not restricted to this, and such a moving image obtained by
consecutively and photographically shooting a subject by a
digital video camera for arbitrary time specified by the user, a
movie, a music clip, and so forth, in addition to these, various
types of image may be broadly applied.

2-16. Modification 16

Further, with the above embodiment, a case has been
described wherein, in the event that a search key has been
specified via the specifying unit, the central processing unit
20 described above regarding FIGS. 1 through 34 is employed
as the search unit for searching an image based on this speci-
fied search key. However, the present invention is not
restricted to this, and such as a microprocessor, a DSP (Digi-
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tal Signal Processor), and so forth, in addition to these, a
search unit having various types of configurations may be
broadly applied.

2-17. Modification 17

Further, with the above embodiment, a case has been
described wherein the touch panel 7A adhered to the liquid
crystal panel 7B described above regarding FIGS. 1 through
34is employed as the specifying unit to be used for specifying
a search key displayed on the display unit. However, the
present invention is not restricted to this, and such as a touch
sensor formed integrally within a liquid crystal panel, a cross
key for moving a cursor above the liquid crystal panel 7B, and
so forth, in addition to these, a specification unit having
various types of configurations may be broadly applied.
2-18. Modification 18

Further, with the above embodiment, a case has been
described wherein the digital processing unit 31 described
above regarding FIGS. 1 through 34 is employed as a face
detecting unit for detecting, from a shooting status presenting
image obtained by consecutively and photographically shoot-
ing a subject by the shooting unit, the face of a person
reflected in this shooting status presenting image. However,
the present invention is not restricted to this, and such as a
microprocessor, a DSP, and so forth, in addition to these, a
face detecting unit having various configurations may be
broadly applied.

2-19. Modification 19

Further, with the above embodiment, a case has been
described wherein the central processing unit 20 described
above regarding FIGS. 1 through 34 is employed as the per-
son detecting unit for detecting another person having a high
intimacy degree with the person having the face detected by
the face detecting unit. However, the present invention is not
restricted to this, and in addition to these, a person detecting
unit having various types of configurations such as a micro-
processor, a DSP, and so forth, may be broadly applied.
2-20. Modification 20

Further, with the above embodiment, a case has been
described wherein the central processing unit 20 and GPS
receiver 32 described above regarding FIGS. 1 through 34 are
employed as the device position detecting unit for detecting
the device position of the present device at the time of the
shooting mode. However, the present invention is not
restricted to this, and such as a microprocessor, a DSP, the
GPS receiver 32, and so forth, in addition to these, a device
position detecting unit having various types of configurations
may be broadly applied.

The present application contains subject matter related to
that disclosed in Japanese Priority Patent Application JP
2009-176700 filed in the Japan Patent Office on Jul. 29, 2009,
the entire content of which is hereby incorporated by refer-
ence.

It should be understood by those skilled in the art that
various modifications, combinations, sub-combinations and
alterations may occur depending on design requirements and
other factors insofar as they are within the scope of the
appended claims or the equivalents thereof.

What is claimed is:

1. An apparatus comprising:

at least one processor; and

at least one storage having encoded thereon executable
instructions that, when executed by the at least one pro-
cessor, cause the at least one processor to carry out steps
of:
operating an image capture device to continuously cap-

ture a sequence of images over a period of time;
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during the period of time, identifying one or more search
keys based atleast in part on one or more images of the
sequence of images;
receiving a notification that a user has requested a search
5 based on at least a first search key of the one or more
search keys;
initiating the search based at least in part on the search
key;
receiving, as a result of the search, information regard-
ing at least one image; and
outputting at least one of the at least one image for
display to the user.

2. The apparatus of claim 1, further comprising:

a user interface to provide output to the user and receive

input from the user,

wherein the steps further comprise outputting the one or

more search keys to the user via the user interface, and

wherein receiving the notification comprises receiving a

notification that the user has input, via the user interface,
a request to perform the search.

3. The apparatus of claim 2, wherein:

the user interface comprises a touch screen;

outputting the one or more search keys to the user com-

prises displaying the one or more search keys on the
touch screen; and

receiving the notification that the user has input the request

via the user interface comprises receiving a notification
that the user has selected the first search key on the touch
screen.

4. The apparatus of claim 1, wherein:

initiating the search comprises initiating a search of a first

set of images based at least in part on the search key; and
the at least one image, received as the result of the search,
is at least a subset of the first set of images.

5. The apparatus of claim 4, wherein:

the first set of images is a set of images captured by the

image capture device; and

initiating the search of the first set of images comprises

initiating a search of the set of images captured by the
image capture device.

6. The apparatus of claim 1, wherein:

initiating the search comprises communicating a request to

at least one server to perform the search; and

receiving the information regarding the at least one image

as the result of the search comprises receiving the infor-
mation from the at least one server.

7. The apparatus of claim 1, wherein receiving the infor-
mation regarding the at least one image comprises receiving
50 the at least one image.

8. The apparatus of claim 1, further comprising:

at least one nonvolatile storage,

wherein the steps further comprise:

in response to capturing each first image of the sequence

of images during the operating, outputting the first
image for display to a user and refraining from storing
the first image in the at least one nonvolatile storage;
and

in response to receiving a notification that the user has

requested image capture, operating the image capture
device to capture a second image and storing the
second image in the at least one nonvolatile storage.
9. The apparatus of claim 1, further comprising:
a display,
wherein outputting the at least one of the at least one image
for display to the user comprises displaying the at least
one image on the display.
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10. The apparatus of claim 1, wherein identifying the one
or more search keys based at least in part on one or more
images of the sequence of images comprises identifying the
one or more search keys based at least in part on content of the
one or more images.

11. The apparatus of claim 10, wherein identifying the one
ormore search keys based at least in part on content ofthe one
or more images comprises:

detecting, in the one or more images, a human face; and

identifying the human face as a search key of the one or

more search keys.

12. The apparatus of claim 1, wherein identifying the one
or more search keys based at least in part on one or more
images of the sequence of images further comprises identi-
fying the one or more search keys based at least in part on a
configuration of the apparatus during the period of time.

13. The apparatus of claim 12, wherein identifying the one
or more search keys based at least in part on the configuration
of the apparatus during the period of time comprises identi-
fying the one or more search keys based at least in part on one
or more of a geographic location of the apparatus during the
period of time, a current date and/or time indicated by the
apparatus during the period of time, a time zone with which
the apparatus is configured during the period of time, or
weather data stored by the apparatus during the period of
time.

14. An image search method for searching one or more
images comprising:

continuously capturing a sequence of images over a period

of time by an image capture device;

identifying one or more search keys based at least in part on

at least one image of the sequence of images captured
during the period of time;

receiving a notification that a user has specified a search

based on at least a first search key of the one or more
search keys; and

outputting for display to the user at least one of a set of

images received as a result of the search.
15. At least one non-transitory storage having encoded
thereon executable instructions that, when executed by at
least one processor, cause the at least one processor to carry
out a method, the method comprising:
operating an image capture device to continuously capture
a sequence of images over a period of time;

during the period of time, identifying one or more search
keys based at least in part on one or more images of the
sequence of images;
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receiving a notification that a user has requested a search
based on at least a first search key of the one or more
search keys;

outputting at least one image, received as a result of the

search based on at least the first search key, for display to
the user.

16. The at least one non-transitory storage of claim 15,
wherein the method further comprises:

during the period of time, periodically outputting for dis-

play in a user interface a most-recently-captured image
of the sequence of images captured during the period of
time; and

outputting the one or more search keys for display to the

user in the user interface,

wherein receiving the notification comprises receiving a

notification that the user has input, via the user interface,
a request to perform the search.

17. The at least one non-transitory storage of claim 16,
wherein:

periodically outputting a most-recently-captured image of

the sequence of images comprise, in response to captur-
ing each first image of the sequence of images during the
operating, outputting the first image for display to a user
and refraining from storing the first image in at least one
nonvolatile storage; and

the method further comprises, in response to receiving a

notification that the user has requested image capture,
operating the image capture device to capture a second
image and storing the second image in the at least one
nonvolatile storage.

18. The at least one non-transitory storage of claim 15,
wherein the method further comprises:

communicating a request to at least one server to perform

the search; and

receiving, from the at least one server, information regard-

ing the at least one image as the result of the search.

19. The at least one non-transitory storage of claim 15,
wherein identifying the one or more search keys based at least
in part on one or more images of the sequence of images
comprises identifying the one or more search keys based at
least in part on content of the one or more images.

20. The at least one non-transitory storage of claim 19,
wherein identifying the one or more search keys based at least
in part on content of the one or more images comprises:

detecting, in the one or more images, a human face; and

identifying the human face as a search key of the one or
more search keys.
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